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1 Goals for this lecture

• Understand the simple pendulum w/ constant torque
• Introduce graphical solution methods
• Introduce nonlinear dynamics concepts

2 Introduction

Our goals for today are modest: we’d like to understand the dynamics of a pendulum. Why a pendulum? In part, because the dynamics of a majority of our multi-link robotics manipulators are simply the dynamics of a large number of coupled pendula. Also, the dynamics of a single pendulum are rich enough to introduce most of the concepts from nonlinear dynamics that we will use in this course, but tractable enough for us to (mostly) understand in the next 90 minutes.

Figure 1: The Simple Pendulum

The Lagrangian derivation of the equations of motion of the simple pendulum yields:

\[ ml^2 \ddot{\theta} + mgl \cos \theta = Q \]  

We’ll consider the case where the generalized force, \( Q \), models a damping torque (from friction) plus a constant control input, \( u = C \):

\[ Q = -b \dot{\theta} + u. \]
Since $b$ and $u$ are constants that have not been set yet (and can absorb a scaling term), let’s take this opportunity to normalize the equations to get

$$\ddot{\theta} + b\dot{\theta} + \frac{g}{l}\cos{\theta} = u. \quad (2)$$

These are relatively simple equations, so we should be able to integrate them to obtain $\theta(t)$ given $\theta(0), \dot{\theta}(0)$... right? Although it is possible, integrating even the simplest case ($b = u = 0$) involves elliptic integrals of the first kind; there is relatively little intuition to be gained here. If what we care about is the long-term behavior of the system, then we investigate the system using a graphical solution method. These methods are described beautifully in a book by Steve Strogatz[2].

3 The Overdamped Pendulum

Let’s start by studying a special case, when $b \gg 1$. This is the case of heavy damping - for instance if the pendulum was moving in molasses. In this case, the $b$ term dominates the acceleration term, and we have:

$$u - \frac{g}{l}\cos{\theta} = \ddot{\theta} + b\dot{\theta} \approx b\dot{\theta}.$$  

In other words, in the case of heavy damping, the system looks approximately first-order. This is a general property of systems operating in fluids at very low Reynolds number.

I’d like to ignore one detail for a moment: the fact that $\theta$ wraps around on itself every $2\pi$. To be clear, let’s write the system without the wrap-around as:

$$b\dot{x} = u - \frac{g}{l}\cos{x}.$$  

Our goal is to understand the long-term behavior of this system: to find $x(\infty)$ given $x(0)$. Let’s start by plotting $\dot{x}$ vs $x$ for the case when $u = 0$:
The first thing to notice is that the system has a number of fixed points or steady states, which occur whenever $\dot{x} = 0$. In this simple example, the zero-crossings are $x^* = \{..., -\pi/2, 0, \pi/2, 3\pi/2, ...\}$. When the system is in one of these states, it will never leave that state. If the initial conditions are at a fixed point, we know that $x(\infty)$ will be at the same fixed point.

Next let’s investigate the behavior of the system in the local vicinity of the fixed points. Examining the fixed point at $x^* = \pi/2$, if the system starts just to the right of the fixed point, then $\dot{x}$ is positive, so the system will move away from the fixed point. If it starts to the left, then $\dot{x}$ is negative, and the system will move away in the opposite direction. We’ll call fixed-points which have this property unstable. If we look at the fixed point at $x^* = -\pi/2$, then the story is different: trajectories starting to the right or to the left will move back towards the fixed point. We will call this fixed point locally stable. More specifically, we’ll distinguish between three types of local stability:

- **Locally stable in the sense of Lyapunov (i.s.L.).** A fixed point, $x^*$ is locally stable i.s.L. if for every small $\epsilon$, I can produce a $\delta$ such that if $\|x(0) - x^*\| < \delta$ then $\forall t \|x(t) - x^*\| < \epsilon$. In words, this means that for any ball of size $\epsilon$ around the fixed point, I can create a ball of size $\delta$ which guarantees that if the system is started inside the $\delta$ ball then it will remain inside the $\epsilon$ ball for all of time.

- **Locally asymptotically stable.** A fixed point is locally asymptotically stable if $x(0) = x^* + \epsilon$ implies that $x(\infty) = x^*$.

- **Locally exponentially stable.** A fixed point is locally exponentially stable if $x(0) = x^* + \epsilon$ implies that $\|x(t) - x^*\| < Ce^{-\alpha t}$, for some positive constants $C$ and $\alpha$.

An initial condition near a fixed point that is stable in the sense of Lyapunov may never reach the fixed point (but it won’t diverge), near an asymptotically stable fixed point will reach the fixed point as $t \to \infty$, and near an exponentially stable fixed point will reach the fixed point in finite time. An exponentially stable fixed point is also an asymptotically stable fixed point, and an asymptotically stable fixed point is also stable i.s.L., but the converse of these is not necessarily true.

Our graph of $\dot{x}$ vs. $x$ can be used to convince ourselves of i.s.L. and asymptotic stability, but not exponential stability. I will graphically illustrate unstable fixed points with open circles and stable fixed points (i.s.L.) with filled circles. Next, we need to consider what happens to initial conditions which begin farther from the fixed points. If we think of the dynamics of the system as a flow on the $x$-axis, then we know that anytime $\dot{x} > 0$, the flow is moving to the right, and $\dot{x} < 0$, the flow is moving to the left. If we further annotate our graph with arrows indicating the direction of the flow, then the entire (long-term) system behavior becomes clear:
For instance, we can see that any initial condition between $-3\pi/2$ and $\pi/2$ will result in $x(\infty) = -\pi/2$. This region is called the basin of attraction of the fixed point at $x^* = -\pi/2$. Basins of attraction of two fixed points cannot overlap, and the manifold separating two basins of attraction is called the separatrix. Here the unstable fixed points, at $x^* = \{\ldots, \pi/2, 5\pi/2, 9\pi/2, \ldots\}$ form the separatrix between the basins of attraction of the stable fixed points.

As these plots demonstrate, the behavior of a first-order one-dimensional system on a line is relatively constrained. The system will either monotonically approach a fixed-point or monotonically move toward $\pm\infty$. There are no other possibilities. Oscillations, for example, are impossible.

**Example 1 (Nonlinear autapse)** Consider the following system:

$$\dot{x} + x = \tanh(wx)$$

(3)

It’s convenient to note that $\tanh(z) \approx z$ for small $z$. For $w \leq 1$ the system has only a single fixed point. For $w > 1$ the system has three fixed points: two stable and one unstable.
These equations are not arbitrary - they are actually a model for one of the simplest neural networks, and one of the simplest model of persistent memory[1]. In the equation $x$ models the firing rate of a single neuron, which has a feedback connection to itself. $\tanh$ is the activation (sigmoidal) function of the neuron, and $w$ is the weight of the synaptic feedback.

One last piece of terminology. In the neuron example, and in many dynamical systems, the dynamics were parameterized; in this case by a single parameter, $w$. As we varied $w$, the fixed points of the system moved around. In fact, if we increase $w$ through $w = 1$, something dramatic happens - the system goes from having one fixed point to having three fixed points. This is called a bifurcation. This particular bifurcation is called a pitchfork bifurcation. We often draw bifurcation diagrams which plot the fixed points of the system as a function of the parameters, with solid lines indicating stable fixed points and dashed lines indicating unstable fixed points:

\[ w^* \]

Our pendulum equations also have a (saddle-node) bifurcation when we change the constant torque input, $u$. This raises and lowers the line.

Ok, let’s return to the original equations in $\theta$, instead of in $x$. Only one point to make: because of the wrap-around, this system can have oscillations. In fact, we have oscillations whenever $|u| > \frac{g}{l}$.

### 4 The Undamped Pendulum

Consider again the system

\[ \ddot{\theta} = u - \frac{g}{l} \cos \theta - b \dot{\theta}, \]

this time with $b = 0$. This time the system dynamics are truly second-order. We can always think of any second-order system as (coupled) first-order system with twice as many variables. Consider a general, autonomous (not dependent on time), second-order system,

\[ \ddot{q} = f(q, \dot{q}, u). \]
This system is equivalent to the two-dimensional first-order system

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= f(x_1, x_2, u),
\end{align*}
\]

where \( x_1 = q \) and \( x_2 = \dot{q} \). Therefore, the graphical depiction of this system is not a line, but a vector field where the vectors \([\dot{x}_1, \dot{x}_2]^T\) are plotted over the domain \((x_1, x_2)\). This vector field is known as the **phase portrait** of the system.

Let’s sketch the phase portrait of the system when \( u = 0 \). First sketch along the \( x \)-axis. The \( x \)-component of the vector field here is zero, the \( y \)-component is \(-\frac{L}{2} \cos q\). As expected, we have fixed points at \( \pm \frac{\pi}{2}, \ldots \). Now sketch the \( \dot{q} = \frac{\theta}{2} \) axis. Can you tell me which fixed points are stable? Some of them are stable i.s.L., none are asymptotically stable.

![Phase Portrait](image.png)

Now what happens if we add a constant torque? Fixed points come together, towards \( q = 0, 2\pi, \ldots \), until they disappear. Right fixed-point is unstable, left is stable.

### 5 The Full Pendulum Dynamics

Add damping back. You can still add torque to move the fixed points (in the same way).
Here’s a thought exercise. If \( u \) is no longer a constant, but a function \( \pi(q, \dot{q}) \), then how would you choose \( \pi \) to stabilize the vertical position. Feedback linearization is the trivial solution, for example:

\[
    u = \pi(q, \dot{q}) = \frac{2g}{I} \cos \theta.
\]

But these plots we’ve been making tell a different story. How would you shape the natural dynamics - at each point pick a \( u \) from the stack of phase plots - to stabilize the vertical fixed point \textit{with minimal torque effort}? We’ll learn that soon.
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