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Abstract—The Finite-State Markov Channel (FSMC) is a discrete time-varying channel whose variation is determined by a finite-state Markov process. These channels have memory due to the Markov channel variation. We obtain the FSMC capacity as a function of the conditional channel state probability. We also show that for i.i.d. channel inputs, this conditional probability converges weakly, and the channel’s mutual information is then a closed-form continuous function of the input distribution. We next consider coding for FSMC’s. In general, the complexity of maximum-likelihood decoding grows exponentially with the channel memory length. Therefore, in practice, interleaving and memoryless channel codes are used. This technique results in some performance loss relative to the inherent capacity of channels with memory. We propose a maximum-likelihood decision-feedback decoder with complexity that is independent of the channel memory. We calculate the capacity and cutoff rate of our technique, and show that it preserves the capacity of certain FSMC’s. We also compare the performance of the decision-feedback decoder with that of memoryless channel coding on a fading channel with 4PSK modulation.

Index Terms—Finite-state Markov channels, capacity, mutual information, decision-feedback maximum-likelihood decoding.

I. INTRODUCTION

This paper extends the capacity and coding results of Mushkin and Bar-David [1] for the Gilbert-Elliot channel to a more general finite-state time-varying channel model. The Gilbert-Elliot channel is a stationary two-state Markov chain, where each state is a binary-symmetric channel (BSC), as in Fig. 1. The transition probabilities between states are $g$ and $b$, respectively, and the crossover probabilities for the “good” and “bad” BSC’s are $p_G$ and $p_B$, respectively, where $p_G < p_B$. Let $x_n \in \{0, 1\}$, $y_n \in \{0, 1\}$, and $z_n = x_n \oplus y_n$ denote, respectively, the channel input, channel output, and channel error on the $n$th transmission. In [1], the capacity of the Gilbert-Elliot channel is derived as

$$C = \lim_{n \to \infty} 1 - E[h(q_n)] = 1 - E[h(q_\infty)]$$

where $h$ is the entropy function. $q_n = p(z_n = 1 | x^{n-1})$, $q_n$ converges to $q_\infty$ in distribution, and $q_\infty$ is independent of the initial channel state.

In this paper we derive the capacity of a more general finite-state Markov channel, where the channel states are not necessarily BSC’s. We model the channel as a Markov chain $S_n$ which takes values in a finite state space $\mathcal{C}$ of memoryless channels with finite input and output alphabets. The conditional input/output probability is thus $p(y_n | x_n, S_n)$, where $x_n$ and $y_n$ denote the channel input and output, respectively. The channel transition probabilities are independent of the input, so our model does not include ISI channels. We refer to the channel model as a finite-state Markov channel (FSMC). If the transmitter and receiver have perfect state information, then the capacity of the FSMC is just the statistical average over all states of the corresponding channel capacity [2]. On the other hand, with no information about the channel state or its transition structure, capacity is reduced to that of the Arbitrarily Varying Channel [3]. We consider the intermediate case, where the channel transition structure of the FSMC is known.

The memory of the FSMC comes from the dependence of the current channel state on past inputs and outputs. As a result, the entropy in the channel output is a function of the channel state conditioned on all past outputs. Similarly, the conditional output entropy given the input is determined by the channel state probability conditioned on all past inputs and outputs. We use this fact to obtain a formula for channel capacity in terms of these conditional probabilities. Our formula can be computed recursively, which significantly reduces its computation complexity. We also show that when the channel inputs are i.i.d., these conditional state probabilities converge in distribution, and their limit distributions are continuous functions of the input distribution. Thus for any i.i.d. input distribution $\theta$, the mutual information of the FSMC is a closed-form continuous function of $\theta$. This continuity allows us to find $I_{i.i.d}$, the maximum mutual information relative to all i.i.d. input distributions, using straightforward maximization techniques. Since $I_{i.i.d} < C$, our result provides a simple lower bound for the capacity of general FSMC’s.

The Gilbert-Elliot channel has two features which facilitate its capacity analysis: its conditional entropy $H(Y^n | X^n)$ is independent of the input distribution, and it is a symmetric channel, so a uniform input distribution induces a uniform output distribution. We extend these properties to a general class of FSMC’s and show that for this class, $I_{i.i.d}$ equals the channel capacity. This class includes channels varying between
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any finite number of BSC’s, as well as quantized additive white noise (AWN) channels with symmetric PSK inputs and time-varying noise statistics or amplitude fading.

In principle, communication over a finite-state channel is possible at any rate below the channel capacity. However, good maximum-likelihood (ML) coding strategies for channels with memory are difficult to determine, and the decoder complexity grows exponentially with memory length. Thus a common strategy for channels with memory is to disperse the memory using an interleaver; if the span of the interleaver is long, then the cascade of the interleaver and deinterleaver can be considered memoryless, and coding techniques for memoryless channels may be used [4]. However, this cascaded channel has a lower inherent Shannon capacity than the original channel, since coding is restricted to memoryless channel codes.

The complexity of ML decoding can be reduced significantly without this capacity degradation by implementing a decision-feedback decoder, which consists of a recursive estimator for the channel state distribution conditioned on past inputs and outputs, followed by an ML decoder. We will see that the estimate \( \hat{\pi}_n = p(S_n | x_{n-1}, \cdots, x_1, y_{n-1}, \cdots, y_1) \) is a sufficient statistic for the ML decoder input, given all past inputs and outputs. Thus the ML decoder operates on a memoryless system. The only additional complexity of this approach over the conventional method of interleaving and memoryless channel encoding is the recursive calculation of \( \hat{\pi}_n \). We will calculate the capacity penalty of the decision-feedback decoder for general FSMC’s (ignoring error propagation), and show that this penalty vanishes for a certain class of FSMC’s.

The most common example of an FSMC is a correlated fading channel. In [5], an FSMC model for Rayleigh fading is proposed, where the channel state varies over binary-symmetric channels with different crossover probabilities. Our recursive capacity formula is a generalization of the capacity found in [5], and we also prove the convergence of their recursive algorithm. Since capacity is generally unachievable for any practical coding scheme, the channel cutoff rate indicates the practical achievable information rate of a channel with coding. The cutoff rate for correlated fading channels with MPSK inputs, assuming channel state information at the receiver, was obtained in [6]: we obtain the same cutoff rate for any practical coding scheme, the channel cutoff rate on this channel using decision-feedback decoding.

Most coding techniques for fading channels rely on built-in time diversity in the code to mitigate the fading effect. Code designs of this type can be found in [7]-[9] and the references therein. These codes use the same time-diversity idea as interleaving and memoryless channel encoding, except that the diversity is implemented with the code metric instead of the interleaver. Thus as with interleaving and memoryless channel encoding, channel correlation information is ignored with these coding schemes. Maximum-likelihood sequence estimation for fading channels without coding has been examined in [10], [11]. However, it is difficult to implement coding with these schemes due to the code delays. In our scheme, coding delays do not result in state decision delays, since the decisions are based on estimates of the coded bits. We can introduce coding in our decision-feedback scheme with a consequent increase in delay and complexity, as we will discuss in Section VI.

The remainder of the paper is organized as follows. In Section II we define the FSMC, and obtain some properties of the channel based on this definition. In Section III we derive a recursive relationship for the distribution of the channel state conditioned on past inputs and outputs, or on past outputs alone. We also show these conditional state distributions converge to limit distributions for i.i.d. channel inputs. In Section IV we obtain the capacity of the FSMC in terms of the condition state distributions, and obtain a simple formula for \( I_{\text{i.i.d.}} \). Uniformly symmetric variable-noise FSMC’s are defined in Section V. For this channel class (which includes the Gilbert–Elliot channel), capacity is achieved with uniform i.i.d. channel inputs. In Section VI we present the decision-feedback decoder, and obtain the capacity and cutoff rate penalties of the decision-feedback decoding scheme. These penalties vanish for uniformly symmetric variable-noise channels. Numerical results for the capacity and cutoff rate of a two-state variable-noise channel with 4PSK modulation and decision-feedback decoding are presented in Section VII.

II. CHANNEL MODEL

Let \( S_n \) be the state at time \( n \) of an irreducible, aperiodic, stationary Markov chain with state space \( \mathcal{C} = \{c_1, \cdots, c_K\} \). \( S_n \) is positive recurrent and ergodic. The state space \( \mathcal{C} \) corresponds to \( K \) different discrete memoryless channels (DMC’s), with common finite input and output alphabets denoted by \( \mathcal{X} \) and \( \mathcal{Y} \), respectively. Let \( P \) be the matrix of transition probabilities for \( S \), so

\[
P_{k|n} = p(S_{n+1} = c_m | S_n = c_k)
\]

independent of \( n \) by stationarity. We denote the input and output of the FSMC at time \( n \) by \( x_n \) and \( y_n \), respectively, and we assume that the channel inputs are independent of its states. We will use the notation

\[
r^n \triangleq (r_1, \ldots, r_n)
\]
The finite-state Markov channel (FSMC) is defined by its conditional input-output probability at time \( n \), which is determined by the channel state at time \( n \):

\[
p(y_n | x_n, S_n) = \sum_{k \in K} p_k(y_n | x_n) I[S_n = c_k]
\]

where \( p_k(y | x) = p(y | x, S = c_k) \), and \( I[.] \) denotes the indicator function (\( I[S_n = c_k] = 1 \) if \( S_n = c_k \) and 0 otherwise). The memory of the FSMC is due to the Markov structure of the state transitions, which leads to a dependence of \( S_n \) on previous values. The FSMC is memoryless if and only if \( P_{km} = P_{jm} \) for all \( k, j, \) and \( m \). The finite-state Markov channel is illustrated in Fig. 2.

By assumption, the state at time \( n + 1 \) is independent of previous input/output pairs when conditioned on \( S_n \):

\[
p(S_{n+1} | S_n, x^n, y^n) = p(S_{n+1} | S_n).
\]

Since the channels in \( C \) are memoryless

\[
p(y_{n+1} | S_{n+1}, x_{n+1}, S^n, x^n, y^n) = p(y_{n+1} | S_{n+1}, x_{n+1}).
\]

If we also assume that the \( x_n \)'s are independent, then

\[
p(y_{n+1}, x_{n+1} | S_{n+1}, S^n, x^n, y^n) = p(y_{n+1}, x_{n+1} | S_{n+1}).
\]

From (6)

\[
p(y^n, x^n | S^n) = \prod_{n=1}^{N} p(y_n, x_n | S_n)
\]

and

\[
p(y_{n+1} | S_{n+1}, S^n, y^n) = p(y_{n+1} | S_{n+1}).
\]

III. CONDITIONAL STATE DISTRIBUTION

The conditional channel state distribution is the key to determining the capacity of the FSMC through a recursive algorithm. It is also a sufficient statistic for the input given all past inputs and outputs, thus allowing for the reduced complexity of the decision-feedback decoder. In this section we show that the state distribution conditioned on past input/output pairs can be calculated using a recursive formula. A similar formula is derived for the state distribution conditioned on past outputs alone, under the assumption of independent channel inputs. We also show that these state distributions converge weakly under i.i.d. inputs, and the resulting limit distributions are continuous functions of the input distribution.

We denote these conditional state distributions by the \( K \)-dimensional random vectors \( \pi_n = (\pi_n(1), \cdots, \pi_n(K)) \) and \( \rho_n = (\rho_n(1), \cdots, \rho_n(K)) \), respectively, where

\[
\pi_n(k) = p(S_n = c_k | y^{n-1})
\]

and

\[
\rho_n(k) = p(S_n = c_k | x^{n-1}, y^{n-1}).
\]

The following recursive formula for \( \pi_n \) is derived in Appendix I:

\[
\pi_{n+1} = \frac{\pi_n D(x_{n+1}, y_n) P}{\pi_n D(x_{n+1}, y_n)} \triangleq f(x_{n+1}, y_n, \pi_n)
\]

where \( D(x_{n+1}, y_n) \) is a diagonal \( K \times K \) matrix with \( k \)th diagonal term \( p_k(y_{n+1} | x_{n+1}) \), and \( 1 = (1, \cdots, 1)^T \) is a \( K \)-dimensional vector. Equation (11) defines a recursive relation for \( \pi_n \), which takes values on the state space

\[
\Delta = \{ \alpha \in R^K : \alpha_i \geq 0, \sum \alpha_i = 1 \}.
\]

The initial value for \( \pi_n \) is

\[
\pi_0 = (p(S_0 = c_1), \cdots, p(S_0 = c_K))
\]

and its transition probabilities are

\[
p(\pi_{n+1} = \alpha | \pi_n = \beta) = \sum_{\pi_n \in \Delta} 1[I(x_n, y_n): f(x_n, y_n, \beta) = \alpha] \cdot p(y_n | \pi_n = \beta, x_n)p(x_n).
\]

Note that (12) is independent of \( n \) for stationary inputs.

For independent inputs, there is a similar recursive formula for \( \rho_n \)

\[
\rho_{n+1} = \frac{\rho_n B(y_{n+1}) P}{\rho_n B(y_{n+1})} \triangleq f(y_{n+1}, \rho_n)
\]

where \( B(y_n) \) is a diagonal \( K \times K \) matrix with \( k \)th diagonal term \( p(y_{n+1} | S_n = c_k) \).\(^1\) The derivation of (13) is similar to that of (11) in Appendix I, using (8) instead of (3) and removing all \( x \) terms. The variable \( \rho_n \) also takes values on the state space \( \Delta \), with initial value \( \rho_0 = \pi_0 \) and transition probabilities

\[
p(\rho_{n+1} = \alpha | \rho_n = \beta) = \sum_{y_n \in Y} 1[I(y_n): f(y_n, \beta) = \alpha] \cdot p(y_n | \rho_n = \beta).
\]

\(^1\) Note that \( B(y_n) \) has an implicit dependence on the distribution of \( x_n \).
As for \( \pi_n \), the transition probabilities in (14) are independent of \( n \) when the inputs are stationary.

We show in Appendix II that for i.i.d. inputs, \( \pi_n \) and \( \rho_n \) are Markov chains that converge in distribution to limits which are independent of the initial channel state, under some mild constraints on \( C \). These convergence results imply that for any bounded continuous function \( f \), the following limits exist and are equal for all \( i \):

\[
\lim_{n \to \infty} E[f(\pi_n)] = \lim_{n \to \infty} E[f(\pi_n^i)]
\]

and

\[
\lim_{n \to \infty} E[f(\rho_n)] = \lim_{n \to \infty} E[f(\rho_n^i)]
\]

where

\[
\pi_n^i = p(S_n \mid x_n^{-1}, y_n^{-1}, S_0 = c_i)
\]

and

\[
\rho_n^i = p(S_n \mid y_n^{-1}, S_0 = c_i).
\]

This convergence allows us to obtain a closed-form solution for the mutual information under i.i.d. inputs. We also show in Lemmas A2.3 and A2.5 of Appendix II that the limit distributions for \( \pi \) and \( \rho \) are continuous functions of the input distribution.

Lemmas A2.6 and A2.7 of Appendix II show the surprising result that \( \pi_n \) and \( \rho_n \) are not necessarily Markov chains when the input distribution is Markov. Since the weak convergence of \( \pi_n \) and \( \rho_n \) requires this Markov property, (15) and (16) are not valid for general Markov inputs.

IV. ENTROPY, MUTUAL INFORMATION, AND CAPACITY

We now derive the capacity of the FSMC based on the distributions of \( \pi_n \) and \( \rho_n \). We also obtain some additional properties of the entropy and mutual information when the channel inputs are i.i.d.

By definition, the Markov chain \( S_n \) is aperiodic and irreducible over a finite state space, so the effect of its initial state dies away exponentially with time [12]. Thus the FSMC is an indecomposable channel. The capacity of an indecomposable channel is independent of its initial state, and is given by [13, Theorem 4.6.41]

\[
C = \lim_{n \to \infty} \max_{P(X^n)} \frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} \frac{1}{K} \log p(y_i \mid S_i = c_k) + \log \sum_{k=1}^{K} p(y_i \mid S_i = c_k)
\]

where the dependence on \( \theta \in P(X^n) \) of the distributions for \( \pi_n \), \( \rho_n \), and \( \gamma_n \) is implicit. This capacity expression is easier to calculate than Gallager’s formula (17), since the \( \pi_i \) terms can be computed recursively. The recursive calculation for \( \rho_i \) requires independent inputs. However, for many channels of interest \( H(Y_i \mid \rho_i) \) will be a constant independent of the input distribution (such channels are discussed in Section V). For these channels, the capacity calculation reduces to minimizing the second term in (23) relative to the input distribution, and the complexity of this minimization is greatly reduced when \( \pi_i \) can be calculated easily.

Using Lemma 4.1, we can also express the capacity as

\[
C = \lim_{n \to \infty} \max_{P(X^n)} \frac{1}{n} \sum_{i=1}^{n} \sum_{k=1}^{K} \frac{1}{K} \log p(y_i \mid S_i = c_k) - \log \sum_{k=1}^{K} p(y_i \mid S_i = c_k)
\]

Although [13, Theorem 4.6.41] guarantees the convergence of (24), the random vectors \( \pi_n \) and \( \rho_n \) do not necessarily converge in distribution for general input distributions. We proved this convergence in Section III for i.i.d. inputs. We now derive some additional properties of the entropy and mutual information under this input restriction. These properties are summarized in Lemmas 4.2-4.7 below, which are proved in Appendix IV.
Lemma 4.2: When the channel inputs are stationary
\[
H(Y_n \mid X_n, X^{n-1}, Y^{n-1}) \geq H(Y_{n+1} \mid X_{n+1}, X^n, Y^n)
\]
\[
\geq H(Y_{n+1} \mid X_{n+1}, X^n, Y^n, S_0)
\]
\[
\geq H(Y_n \mid X_n, X^{n-1}, Y^{n-1}, S_0).
\]
(25)

Lemma 4.3: For i.i.d. input distributions, the following limits exist and are equal:
\[
\lim_{n \to \infty} H(Y_n \mid X_n, X^{n-1}, Y^{n-1}) = \lim_{n \to \infty} H(Y_n \mid X_n, X^{n-1}, Y^{n-1}, S_0).
\]
(26)

We now consider the entropy in the output alone.
Lemma 4.4: For stationary inputs,
\[
H(Y_n \mid Y^{n-1}) \geq H(Y_{n+1} \mid X_{n+1}, X^n, Y^n) \geq H(Y_{n+1} \mid X^n, S_0).
\]
(27)

Lemma 4.5: For i.i.d. input distributions, the following limits exist and are equal:
\[
\lim_{n \to \infty} H(Y_n \mid Y^{n-1}) = \lim_{n \to \infty} H(Y_n \mid Y^{n-1}, S_0).
\]
(28)

The next lemma is proved using the convergence results for \(\pi_n\) and \(\rho_n\) and a change of variables in the entropy expressions (26) and (28).
Lemma 4.6: For any i.i.d. input distribution \(\theta \in \mathcal{P}(X)\)
\[
\lim_{n \to \infty} H(Y_n \mid \rho_n^\theta) - H(Y_n \mid \pi_n^\theta)
\]
\[
= \int_{\Delta} \sum_{y \in \mathcal{Y}} (-\log p(y \mid \rho))p(y \mid \rho)\nu^\theta(d\rho)
\]
\[
- \int_{\Delta} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (-\log p(y \mid x, \pi))p(y \mid x, \pi)\theta(x)\mu^\theta(d\pi)
\]
(29)

where the \(\theta\) superscript on \(\rho_n\), \(\pi_n\), and \(p(y \mid \rho)\) shows their dependence on the input distribution, \(\rho^\theta\) denotes the limiting distribution of \(\rho_n^\theta\), and \(\mu^\theta\) denotes the limiting distribution of \(\pi_n^\theta\).

We now combine the above lemmas to get a closed form expression for the mutual information per channel use.
Theorem 4.2: For any i.i.d. input distribution \(\theta \in \mathcal{P}(X)\), the average mutual information per channel use is given by
\[
I_{\text{i.i.d.}}(\theta) = \lim_{n \to \infty} \frac{1}{n} I_{\theta}(Y^n; X^n)
\]
\[
= \int_{\Delta} \sum_{y \in \mathcal{Y}} (-\log p(y \mid \rho))p(y \mid \rho)\nu^\theta(d\rho)
\]
\[
- \int_{\Delta} \sum_{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} (-\log p(y \mid x, \pi))p(y \mid x, \pi)\theta(x)\mu^\theta(d\pi),
\]
(30)

Proof: From (18)
\[
I(Y^n; X^n) = H(Y^n) - H(Y^n \mid X^n).
\]
(31)

If we fix \(\theta \in \mathcal{P}(X)\)
\[
H(Y^n \mid X^n) = \sum_{i=1}^{n} H(Y_i \mid X_i, Y_i^{i-1}, X_i^{i-1})
\]
by (20), and the terms of the summation are nonnegative and monotonically decreasing in \(i\) by Lemma 4.2. Thus
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} H(Y_i \mid X_i, Y_i^{i-1}, X_i^{i-1}) = \lim_{n \to \infty} H(Y_n \mid X_n, X^n, Y^n).
\]
(32)

Similarly, from (19)
\[
H(Y^n) = \sum_{i=1}^{n} H(Y_i \mid Y_i^{i-1})
\]
(33)

and by Lemma 4.4, the terms of this summation are nonnegative and monotonically decreasing in \(i\). Hence
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} H(Y_i \mid Y_i^{i-1}) = \lim_{n \to \infty} H(Y_n \mid Y_n).
\]
(34)

Applying Lemmas 4.1 and 4.6 completes the proof.

It is easily shown that since \(\nu^\theta\) and \(\mu^\theta\) are continuous functions of \(\theta\), \(I_{\theta}\) is also. Moreover, the calculation of \(I_{\theta}\) is relatively simple, since asymptotic values of \(\mu\) and \(\nu\) are obtained using the recursive formulas (12) and (14), respectively. For the channel described in Section VII, these recursive formulas closely approach their final values after only 40 iterations. Unfortunately, this simplified formula for mutual information under i.i.d. inputs cannot be extended to Markov inputs, since \(\pi_n\) and \(\rho_n\) are no longer Markov chains under these conditions.

We now consider the average mutual information maximized over all i.i.d. input distributions. Define
\[
I_{\text{i.i.d.}}(\theta) = \sup_{\theta \in \mathcal{P}(X)} I_{\theta}.
\]
(35)

Since \(\mathcal{P}(X)\) is compact and \(I_{\theta}\) continuous in \(\theta\), \(I_{\text{i.i.d.}}\) achieves its supremum on \(\mathcal{P}(X)\), and the maximization can be done using standard techniques for continuous functions. Moreover, it is easily shown that \(I_{\text{i.i.d.}} \leq C\). Thus (35) provides a relatively simple formula to lower-bound the capacity of general FSMC's.

The next section will describe a class of channels for which uniform i.i.d. channel inputs achieve channel capacity. Thus \(I_{\text{i.i.d.}} = C\), and the capacity can be found using the formula of Theorem 4.2. This channel class includes fading or variable-noise channels with symmetric PSK inputs, as well as channels which vary over a finite set of BSC’s.
V. Uniformly Symmetric Variable-Noise Channels

In this section we consider two classes of FSMC's: uniformly symmetric channels and variable-noise channels. The mutual information and capacity of these channel classes have additional properties which we outline in the lemmas below. Moreover, we will show in the next section that the decision-feedback decoder achieves capacity for uniformly symmetric variable-noise FSMC's.

Definition: For a DMC, let \( M \) denote the matrix of input/output probabilities

\[
M_{ij} = p(y = j \mid x = i), \quad j \in \mathcal{Y}, \ i \in \mathcal{X}.
\]

A discrete memoryless channel is output-symmetric if the rows of \( M \) are permutations of each other, and the columns of \( M \) are permutations of each other.2

Definition: A FSMC is uniformly symmetric if every channel \( c_k \in \mathcal{C} \) is output-symmetric.

The next lemma, proved in Appendix V, shows that for uniformly symmetric FSMC's, the conditional output entropy is maximized with uniform i.i.d. inputs.

**Lemma 5.1:** For uniformly symmetric FSMC's and any initial state \( S_0 = c_k \), \( H(Y_n \mid X_n, \pi_n) \) and \( H(Y_n \mid X_n, \pi_n') \) are all maximized for a uniform and i.i.d. input distribution, and these maximum values equal \( \log |\mathcal{Y}| \).

Definition: Let \( X_n \) and \( Y_n \) denote the input and output, respectively, of an FSMC. We say that an FSMC is a variable-noise channel if there exists a function \( \phi \) such that for \( Z_n = \phi(X_n, Y_n) \), \( p(Z_n \mid X_n) = p(Z^n) \), and \( Z^n \) is a sufficient statistic for \( S^n \) (so \( S^n \) is independent of \( X^n \) and \( Y^n \) given \( Z^n \)). Typically, \( \phi \) is associated with an additive noise channel, as we discuss in more detail below.

If \( Z^n \) is a sufficient statistic for \( S^n \), then

\[
\pi_n \triangleq p(S_n \mid X_n^{-1}, Y_n^{-1}) = p(S_n \mid X_n^{-1}, Y_n^{-1}, Z_n^{-1}) = p(S_n \mid Z_n^{-1}). \tag{36}
\]

Using (36) and replacing the pairs \((X_n, Y_n)\) with \( Z_n \) in the derivation of Appendix I, we can simplify the recursive calculation of \( \pi_n \)

\[
\pi_{n+1} = \frac{\pi_n D(z_n) p}{\pi_n D(z_n) 1} \triangleq f(z_n, \pi_n) \tag{37}
\]

where \( D(z_n) \) is a diagonal \( K \times K \) matrix with \( k \)th diagonal term \( p(z_n \mid S_n = c_k) \). The transition probabilities are also simplified

\[
p(\pi_{n+1} = \alpha \mid \pi_n = \beta) = \sum_{z_n \in Z} 1([z_n]) f(z_n, \beta) = \alpha p(z_n \mid \pi_n = \beta). \tag{38}
\]

The next lemma, proved in Appendix V, shows that for a uniformly symmetric variable-noise channel, the output entropy conditioned on the input is independent of the input distribution.

**Lemma 5.2:** For uniformly symmetric variable-noise FSMC's and all \( i \), \( H(Y_n \mid X_n, \pi_n) \) and \( H(Y_n \mid X_n, \pi_n') \) do not depend on the input distribution.

Consider an FSMC where each \( c_k \in \mathcal{C} \) is an AWN channel with noise density \( \rho_k \). If we let \( Z = Y - X \), then it is easily shown that this is a variable-noise channel. However, such channels have an infinite output alphabet. In general, the output of an AWN channel is quantized to the nearest symbol in a finite output alphabet: we call this the quantized AWN (Q-AWN) channel.

If the Q-AWN channel has a symmetric multiphase input alphabet of constant amplitude and output phase quantization [4, p. 80], then it is easily checked that \( p(y \mid x) \) depends only on \( p_k(y - x) \), which in turn depends only on the noise density \( \rho_k \). Thus it is a variable-noise channel.3 We show in Appendix VI that variable-noise Q-AWN channels with the same input and output alphabets are also uniformly symmetric. Uniformly symmetric variable-noise channels have the property that \( I_{\text{i.i.d.}} \) equals the channel capacity, as we show in the following theorem.

**Theorem 5.1:** Capacity of uniformly symmetric variable-noise channels is achieved with an input distribution that is uniform and i.i.d. The capacity is given by

\[
C = I_{\text{i.i.d.}} = \log |\mathcal{Y}| - p \left[ \sum_{y \in \mathcal{Y}} - \log p(y \mid x, \pi) \right] = \sum_{y \in \mathcal{Y}} - \log p(y \mid x, \pi) \mu(dx) \tag{39}
\]

where \( \mu \) is the limiting distribution for \( \pi_n \) under uniform i.i.d. inputs. Moreover, \( C = \lim_{n \to \infty} C_n = \lim_{n \to \infty} C_n' \) for all \( i \), where

\[
C_n \triangleq \max_{P(X^n)} H(Y_n \mid \rho_n) - H(Y_n \mid X_n, \pi_n) \quad \text{and} \quad C_n' \triangleq \max_{P(X^n)} H(Y_n \mid \rho_n') - H(Y_n \mid X_n, \pi_n') \tag{40}
\]

increases with \( n \), and

\[
C_n' \triangleq \max_{P(X^n)} H(Y_n \mid \rho_n') - H(Y_n \mid X_n, \pi_n') \tag{41}
\]

decreases with \( n \).

**Proof:** From Lemmas 5.1 and 5.2, \( C_n \) and \( C_n' \) are all maximized with uniform i.i.d. inputs. With this input distribution

\[
C_n = \log |\mathcal{Y}| - H(Y_n \mid X_n, \pi_n)
\]

and

\[
C_n' = \log |\mathcal{Y}| - H(Y_n \mid X_n, \pi_n').
\]

Applying Lemmas 4.2 and 4.3, we get that \( H(Y_n \mid X_n, \pi_n) \) decreases with \( n \), \( H(Y_n \mid X_n, \pi_n') \) increases with \( n \), and both

2Symmetric channels, defined in [13, p. 94], are a more general class of memoryless channels; an output-symmetric channel is a symmetric channel with a single output partition.

3If the input alphabet of a Q-AWN channel is not symmetric or the input symbols have different amplitudes, then the distribution of \( Z = Y - X \) will depend on the input. To see this, consider a Q-AWN channel with a 16-QAM input/output alphabet (so the output is quantized to the nearest input symbol). There are four different sets of \( Z = Y - X \) values, depending on the amplitude of the input symbol. Thus the distribution of \( Z \) over all its possible values (the union of all four sets) will change, depending on the amplitude of the input symbol.
Fig. 3. System model.

Fig. 4. Decision-feedback decoder.

converge to the same limit. Finally, under uniform i.i.d. inputs
\[
C = \log |\mathcal{Y}| - \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} H(Y_i | X_i, \pi_i)
\]
\[
= \log |\mathcal{Y}| - \lim_{n \to \infty} H(Y_n | X_n, \pi_n)
\]  
(42)
by Lemma 4.1 and (32). Applying Lemma 4.6 to
\[
\lim_{n \to \infty} H(Y_n | X_n, \pi_n)
\]
completes the proof.

The BSC is equivalent to a binary-input Q-AWN channel
with binary quantization [4]. Thus an FSMC where \(c_k\) indexes
a set of BSC’s with different crossover probabilities is a
uniformly symmetric variable-noise channel. Therefore, both
[1, Proposition 4] and the capacity formula obtained in [5]
are corollaries of Theorem 5.1.

VI. DECISION-FEEDBACK DECODER

A block diagram for a system with decision-feedback de-
coding is depicted in Fig. 3. The system is composed of a
conventional (block or convolutional) encoder for memory-
less channels, block interleaver, FSMC, decision-feedback
decoder, and deinterleaver. Fig. 4 outlines the decision-feedback
decoder design, which consists of a channel state estimator
followed by an ML decoder. We will show in this section
that if we ignore error propagation, a system employing this
decision-feedback decoding scheme on uniformly symmetric
variable-noise channels is information-lossless: it has the same
capacity as the original FSMC, given by (30) for i.i.d. uniform
inputs. Moreover, we will see that the output of the state
estimator is a sufficient statistic for the current output given all
past inputs and outputs, which reduces the system of Fig. 3 to
a discrete memoryless channel. Thus the ML input sequence
is determined on a per-symbol basis, eliminating the
complexity and delay of sequence decoders.

The interleaver works as follows. The output of the encoder
is stored row by row in a \(J \times L\) interleaver, and transmitted
over the channel column by column. The deinterleaver per-
forms the reverse operation. Because the effect of the initial
channel state dies away, the received symbols within any
row of the deinterleaver become independent as \(J\) becomes
infinite. However, the symbols within any column of the
deinterleaver are received from consecutive channel uses, and
are thus dependent. This dependence is called the latent
channel memory, and the state estimator enables the ML
decoder to make use of this memory.

Specifically, the state estimator uses the recursive relationship
of (11) to estimate \(\pi_n\). It will be shown below that the ML
decoder operates on a memoryless system, and can therefore
determine the ML input sequence on a per-symbol basis. The
input to the ML decoder is the channel output \(y_n\) and the
state estimate \(\hat{x}_n\), and its output is \(x_n\) which maximizes
\[
\log p(y_n, \hat{x}_n | x_n),
\]
assuming equally likely input symbols.\(^4\)
The soft-decision decoder uses conventional techniques (e.g.,
Viterbi decoding) with branch metrics
\[
m(y, \pi) = \log p(y, \pi | x).
\]  
(43)

We now evaluate the information, capacity, and cutoff rates
of a system using the decision-feedback decoder, assuming
\(\hat{x}_n = \pi_n\) (i.e., ignoring error propagation). We will use the
notation \(y_{jl} \triangleq y_n\) to explicitly denote that \(y_n\) is in the \(j\)th
row and \(l\)th column of the deinterleaver. Similarly, \(\pi_{jl} \triangleq \pi_n\)
and \(x_{jl} \triangleq x_n\) denote, respectively, the state estimate
and interleaver input corresponding to \(y_{jl}\). Assume now that
the state estimator is reset every \(J\) iterations so, for each \(l\), the
state estimator goes through \(j\) recursions of (11) to calculate
\(\pi_{jl}\). By (12), this recursion induces a distribution \(p(\pi_{jl})\) on
\(\pi_{jl}\) that depends only on \(p(X^{j-1})\). Thus the system up to the
output of the state estimator is equivalent to a set of parallel
\(\pi\)-output channels, where the \(\pi\)-output channel is defined, for
a given \(j\), by the input \(x_{jl}\), the output pair \((y_{jl}, \pi_{jl})\), and the
input/output probability
\[
p(y_{jl}, \pi_{jl} | x_{jl}) = \sum_{k} p_k(y_{jl}) | x_{jl} p_{ij}(k)p(\pi_{jl}).
\]  
(44)

\(^4\)If the \(x_n\) are not equally likely, then \(\log p(x_n)\) must be added to the
decoder metric.
For each $j$, the $\pi$-output channel is the same for $l = 1, 2, \ldots, L$, and therefore there are $J$ different $\pi$-output channels, each used $L$ times. We thus drop the $l$ subscript of $x_{jl}$, $y_{jl}$, and $\sigma_{jl}$ in the decoder block diagram of Fig. 4. The first $\pi$-output channel ($j = 1$) is equivalent to the FSMC with interleaving and memoryless channel encoding, since the estimator is reset and therefore $\pi_{1l} = \pi_0, 1 \leq l \leq L$.

The $j$th $\pi$-output channel is discrete, since $x_{ji}$ and $y_{jl}$ are taken from finite alphabets, and since $\sigma_{ji}$ can have at most $|X|^2 |Y|^2$ different values. It is also asymptotically memoryless with deep interleaving (large $J$), which we prove in Appendix VII. Finally, we show in Appendix VIII that for a fixed input distribution, the $J$ $\pi$-output channels are independent, and the average mutual information of the parallel channels is

$$I_j = \frac{1}{J} I(Y^J, \pi^J; X^J) = \frac{1}{J} \sum_{j=1}^{J} H(Y_j | \pi_j) - H(Y_j | X_j, \pi_j). \tag{45}$$

Let

$$C_j \triangleq \max_{p(X^J)} \frac{1}{J} \sum_{j=1}^{J} H(Y_j | \pi_j) - H(Y_j | X_j, \pi_j)$$

for the maximizing distribution $p(X^J)$. The capacity of the decision-feedback decoding system is then

$$C_{df} = \lim_{J \to \infty} C_j. \tag{48}$$

Comparing (48) to (24), we see that the capacity penalty of the decision-feedback decoder is given by

$$C - C_{df} = \lim_{n \to \infty} \left[ \max_{p(X^n)} \left( \frac{1}{n} \sum_{j=1}^{n} H(Y_j | \rho_j) - H(Y_j | X_j, \pi_j) \right) - \max_{p(X^n)} \left( \frac{1}{n} \sum_{j=1}^{n} H(Y_j | \pi_j) - H(Y_j | X_j, \pi_j) \right) \right]. \tag{49}$$

For uniformly symmetric variable-noise channels, uniform i.i.d. inputs achieve both $C$ and $C_{df}$, and with this input $C - C_{df} = 0$. Thus the decision-feedback decoder preserves the inherent capacity of such channels.

Although capacity gives the maximum data rate for any ML encoding scheme, established coding techniques generally operate at or below the channel cutoff rate [4]. Since the $\pi$-output channels are independent for a fixed input distribution $p(X^J)$, the random coding exponent for the parallel set is

$$E_p(1, p(X^J)) = \sum_{j=1}^{J} R_j \tag{50}$$

where

$$R_j = -\log \left( \int_{\pi \in \Delta} \sum_{y \in Y} \left[ \sum_{k=1}^{K} p_k(y | x) \pi_j(k) p(d \pi_j) \right]^2 \right). \tag{51}$$

The cutoff rate of the decision-feedback decoding system is

$$R_{df} \triangleq \lim_{J \to \infty} \max_{p(X^J)} \frac{1}{J} \sum_{j=1}^{J} R_j. \tag{52}$$

We show in Appendix IX that for uniformly symmetric variable-noise channels, the maximizing input distribution in (52) is uniform and i.i.d., the resulting value of $R_j$ is increasing in $j$, and the cutoff rate $R_{df}$ becomes

$$R_{df} = \lim_{J \to \infty} R_j = -\log \left( \int_{\pi \in \Delta} \sum_{y \in Y} \left[ \sum_{k=1}^{K} \sum_{h=1}^{h} p_k(y | x) \pi(k) \mu(d\pi) \right]^2 \right). \tag{53}$$

where $\mu$ is the invariant distribution for $\pi$ under i.i.d. uniform inputs.

Our calculations throughout this section have ignored the impact of error propagation. Referring to Fig. 4, error propagation occurs when the decision-feedback decoder output for the maximum-likelihood input symbol $\hat{x}_j$ is in error, which will then cause the estimate of $\hat{x}_j$ to be in error. Since $x_j$ is the value of the coded symbol, the error probability for $\hat{x}_j$ does not benefit from any coding gain. Unfortunately, since block or convolutional decoding introduces delay, the post-decoding decisions cannot be fed back to the decision-feedback decoder to update the $\hat{x}_j$ value. This is exactly the difficulty faced by an adaptive decision-feedback equalizer (DFE), where decoding decisions are used to update the DFE tap coefficients [16]. New methods to combine DFE's and coding have recently been proposed, and several of these methods can be used to obtain some coding gain in the estimate of $x_j$ fed back through our decision-feedback decoder. In particular, the structure of our decision-feedback decoder already includes the interleaver/deinterleaver pair proposed by Eyuboglu for DFE's with coding [17]. In his method, this pair introduced a periodic delay in the received bits such that delayed reliable decisions can be used for feedback. Applying this idea to our system effectively combines the decision-feedback decoder, deinterleaver, and decoder. Specifically, the symbols transmitted over each $\pi$-output channel are decoded together, and the symbol decisions output from the decoder are then used by the decision-feedback decoder to update the $\pi_j$ values of the subsequent $\pi$-output channel. The complexity and delay of this design increases linearly with the block length of the $\pi$-output channel code, but it is independent of the
channel memory since this memory is captured in the sufficient statistic $\pi_n$. Another approach to implement coding gain uses soft decisions on the received symbols to update $\pi_n$, then later corrects this initial $\pi_n$ estimate if the decoded symbols differ from their initial estimates [18]. This method truncates the number of symbols affected by an incorrect decision, at a cost of increased complexity to recalculate and update the $\pi_n$ values. Finally, decision-feedback decoding can be done in parallel, where each parallel path corresponds to a different estimate of the received symbol. The number of parallel paths will grow exponentially in this case, however we may be able to apply some of the methods outlined in [19] and [20] to reduce the number of paths sustained through the trellis.

VII. TWO-STATE VARIABLE-NOISE CHANNEL

We now compute the capacity and cutoff rates of a two-state Q-AWN channel with variable SNR, Gaussian noise, and 4PSK modulation. The variable SNR can represent different fading levels in a multipath channel, or different noise and/or interference levels. The model is shown in Fig. 5. The input to the channel is a 4PSK symbol, to which noise of variance $n_G$ or $n_B$ is added, depending on whether the channel is in state $G$ (good) or $B$ (bad). We assume that the SNR is 10 dB for channel $G$, and -5 dB for channel $B$. The channel output is quantized to the nearest input symbol and, since this is a uniformly symmetric variable-noise channel, the capacity and cutoff rates are achieved with uniform i.i.d. inputs. The state transition probabilities are depicted in Fig. 5. We assume a stationary initial distribution of the state process, so $p(S_0 = G) = g/(g + b)$ and $p(S_0 = B) = b/(g + b)$.

Fig. 6 shows the iterative calculation of (12) for $p(\pi_n(G) = \alpha)$, where

$$\pi_n(G) = p(S_n = G \mid x^{n-1}, y^{n-1}).$$

In this example, the difference of subsequent distributions after 40 recursions is below the quantization level ($d_{\alpha} = 0.01$) of the graph. Fig. 7 shows the capacity ($C_j$) and cutoff rate ($R_j$) of the $j$th $\pi$-output channel, given by (47) and (52), respectively. Note that $C_j = 1$ and $R_j = 1$ in this figure are the capacity and cutoff rate of the FSMC with interleaving and memoryless channel encoding. Thus the difference between the initial and final values of $C_j$ and $R_j$ indicate the performance improvement of the decision-feedback decoder over conventional techniques.

For this two-state model, the channel memory can be quantified by the parameter $\mu \triangleq 1 - g - b$, since for $\sigma \in \{G, B\}$ [1]

$$p(S_n = \sigma \mid S_0 = \sigma) - p(S_n = \sigma \mid S_0 \neq \sigma) = \mu^n. \quad (54)$$
In Fig. 8 we show the decision-feedback decoder’s capacity and cutoff rates ($C_{df}$ and $R_{df}$, respectively) as functions of $\mu$. We expect these performance measures to increase as $\mu$ increases, since more latency in the channel should improve the accuracy of the state estimator; Fig. 8 confirms this hypothesis. Finally, in Fig. 9 we show the decision-feedback decoder’s capacity and cutoff rates as functions of $g$. The parameter $g$ is inversely proportional to the average number of consecutive $B$ channel states (which corresponds to a 15 dB fade), thus Fig. 9 can be interpreted as the relationship between the maximum transmission rate and the average fade duration.

**VIII. SUMMARY**

We have derived the Shannon capacity of an FSMC as a function of the conditional probabilities

$$p_n(k) = p(S_n = c_k \mid y^{n-1})$$

and

$$\pi_n(k) = p(S_n = c_k \mid x^{n-1}, y^{n-1}).$$

We also showed that with i.i.d. inputs, these conditional probabilities converge weakly, and the channel’s mutual information under this input constraint is then a closed-form continuous function of the input distribution. This continuity allows $I_{i.i.d.}$, the maximum mutual information of the FSMC over all i.i.d. inputs, to be found using standard maximization techniques. Additional properties of the entropy and capacity for uniformly symmetric variable-noise channels were also derived.

We then proposed an ML decision-feedback decoder, which calculates recursive estimates of $\pi_n$ from the channel output and the decision-feedback decoder output. We showed that for asymptotically deep interleaving, a system employing the decision-feedback decoder is equivalent to a discrete memoryless channel with input $x_n$ and output $(y_n, \pi_n)$. Thus the ML sequence decoding can be done on a symbol-by-symbol basis. Moreover, the decision-feedback decoder preserves the inherent capacity of uniformly symmetric variable-noise channels, assuming the effect of error propagation is negligible. This class of FSMC’s includes fading or variable-noise channels with symmetric PSK inputs as well as channels which vary over a finite set of BSC’s. For general FSMC’s, we obtained the capacity and cutoff rate penalties of the decision-feedback decoding scheme.

We also presented numerical results for the performance of the decision-feedback decoder on a two-state variable-noise channel with 4PSK modulation. These results demonstrate significant improvement over conventional schemes which use interleaving and memoryless channel encoding, and the improvement is most pronounced on quasistatic channels. This result is intuitive, since the longer the FSMC stays in a given state, the more accurately the state estimator will predict that state. Finally, we present results for the decoder performance relative to the average fade duration; as expected, the performance improves as the average fade duration decreases.

**APPENDIX I**

In this Appendix, we derive the recursive formula (11) for $\pi_n$. First, we have (55) at the top of the following page, where $a$, $b$, and $d$ follow from Bayes rule, and $c$ follows from (5). Moreover

\begin{align*}
p(x^n, y^n) &= \sum_{k \in K} p(x^n, y^n, S_n = c_k) \\
&= \sum_{k \in K} p(x_n, y_n \mid S_n = c_k, x^{n-1}, y^{n-1}) \\
&\quad \cdot p(S_n = c_k, x^{n-1}, y^{n-1}) \\
&= \sum_{k \in K} p(y_n \mid S_n = c_k, x_n, x^{n-1}, y^{n-1}) \\
&\quad \cdot p(x_n \mid S_n = c_k, x^{n-1}, y^{n-1}) p(S_n = c_k, x^{n-1}, y^{n-1}) \\
&= \sum_{k \in K} p(y_n \mid S_n = c_k, x_n) p(x_n \mid x^{n-1}) \\
&\quad \cdot p(S_n = c_k \mid x^{n-1}, y^{n-1}) p(x^{n-1}, y^{n-1})
\end{align*}

(56)
where we again use Bayes rule and the last equality follows from (5). Substituting (56) in the denominator of (59), and canceling the common terms \( p(z, I I -) \) and \( p(x_{n-l}, y_{n-l}) \) yields

\[
p(S_n | x^n, y^n) = \frac{p(y_n | S_n, x^n, y^n)p(x_n | x_{n-l}, y_{n-l})p(S_n | x^n, y^n)}{p(x^n, y^n)}
\]

(57)

which, for a particular value of \( S_n \), becomes

\[
p(S_n = c_l | x^n, y^n) = \frac{p(y_n | S_n = c_l, x_n)p(S_n = c_l | x_{n-l}, y_{n-l})}{\sum_{k \in K} p(y_n | S_n = c_k, x_n)p(S_n = c_k | x_{n-l}, y_{n-l})}
\]

(58)

Finally, from (4)

\[
p(S_{n+1} = c_l | x^n, y^n) = \sum_{j \in K} p(S_n = c_j | x^n, y^n)P_{j,l}
\]

(59)

Substituting this into (58) yields the desired result.

APPENDIX II

In this Appendix we show that for i.i.d. inputs, \( \pi_n \) and \( \rho_n \) are Markov chains that converge in distribution to a limit which is independent of the initial channel state, and that the resulting limit distributions are continuous functions of the input distribution \( p(x) \). We also show that the Markov property does not hold for Markov inputs.

We begin by showing the Markov property for independent inputs.

**Lemma A2.1:** For independent inputs, \( \pi_n \) is a Markov chain.

**Proof:**

\[
p(\pi_{n+1} | \pi_n, \cdots, \pi_0) = \sum_{x_n, y_n} p(\pi_{n+1} | \pi_n, \cdots, x_0, x_n, y_n) \cdot p(x_n, y_n | \pi_n, \cdots, \pi_0)
\]

\[
= \sum_{x_n, y_n} p(\pi_{n+1} | \pi_n, x_n, y_n)p(x_n, y_n | \pi_n)
\]

(60)

where the second equality follows from (11) and (6). Thus \( \pi_n \) is Markov. A similar argument using (13) and (8) shows that \( \rho_n \) is also Markov for independent inputs.

To obtain the weak convergence of \( \pi_n \) and \( \rho_n \), we also assume that the channel inputs are i.i.d., since we can then apply convergence results for partially observed Markov chains [21]. Consider the new stochastic process \( U_n \overset{d}{=} (S_n, y_n, x_n) \) defined on the state space \( \mathcal{U} = C \times Y \times X \). Since \( S_n \) is stationary and ergodic and \( x_n \) is i.i.d., \( U_n \) is stationary and ergodic. It is easily checked that \( U_n \) is Markov.

Let \( (S, y, x)_j \) denote the \( j \)-th element of \( U \), and \( J \overset{d}{=} |U| \). To specify its individual components, we use the notation

\[
(S_{(j)}, y_{(j)}, x_{(j)}) \overset{d}{=} (S, y, x)_j.
\]

The \( J \times J \) probability transition matrix for \( U, P^U \), is

\[
P^U_{kj} = p((S_{n+1}, y_{n+1}, x_{n+1}) = (S_k, y_k, x_k) | (S_n, y_n, x_n) = (S_l, y_l, x_l))
\]

(61)

independent of \( n \). The initial distribution of \( U_n, \pi^U_0 \), is given by

\[
p(S_0 = c_k, y_0 = y, x_0 = x) = \pi_0(k)p_k(y_0 | x_0)p(x_0).
\]

(62)

Let \( g_y : \mathcal{U} \to Y \times X \) and \( g_y : \mathcal{U} \to Y \) be the projections

\[
g_y(S_n, y_n, x_n) = (y_n, x_n)
\]

and

\[
g_y(S_n, y_n, x_n = (y_n).
\]

These projections form the new processes \( W_n = g_y[U_n] \) and \( V_n = g_y[U_n] \). We regard \( W_n \) and \( V_n \) as partial observations of the Markov chain \( U_n \); the pairs \( (U_n, W_n) \) and \( (U_n, V_n) \) are referred to as partially observed Markov chains. The distribution of \( U_n \) conditioned on \( W_n \) and \( V_n \), respectively, is

\[
\pi^U_n = (\pi^U_n(1), \cdots, \pi^U_n(J))
\]

and

\[
\rho^U_n = (\rho^U_n(1), \cdots, \rho^U_n(J))
\]

where

\[
\pi^U_n(j) = p(U_n = (S, y, x)_j | W^n)
\]

(63)

and

\[
\rho^U_n(j) = p(U_n = (S, y, x)_j | V^n).
\]

(64)

Note that

\[
\pi^U_n(j) = p(U_n = (S, y, x)_j | W^n)
\]

\[
= p(S_n = S_{(j)} | x^n, y^n)I[x_n = x_{(j)}, y_n = y_{(j)}]
\]

\[
= \pi_n(k)I[x_n = x_{(j)}, y_n = y_{(j)}]
\]

(65)
where \( S_{ij} = c_k \). Thus if \( \pi_n^U \) converges in distribution, \( \pi_n \) must also converge in distribution. Similarly, \( \rho_n \) converges in distribution if \( \rho_n^U \) does.

We will use the following definition for subrectangular matrices in the subsequent theorem.

**Definition:** Let \( D = (D_{ij}) \) denote a \( d \times d \) matrix. If \( D_{i1,j1} \neq 0 \) and \( D_{i2,j2} \neq 0 \) implies that also \( D_{i1,j1} \neq 0 \) and \( D_{i2,j2} \neq 0 \), then \( D \) is called a subrectangular matrix.

We can now state the convergence theorem, due to Kaijser [21], for the distribution of a Markov chain conditioned on partial observations.

**Theorem A2.1:** Let \( U_n \) be a stationary and ergodic Markov chain with transition matrix \( P^U \) and state space \( \mathcal{U} \). Let \( g \) be a function with domain \( \mathcal{U} \) and range \( \mathcal{Z} \). Define a new process \( Z_n = g(U_n) \). For \( z \in \mathcal{Z} \) and \( U(j) \) the \( j \)th element of \( \mathcal{U} \), define matrix \( M(z) \) by

\[
M_{i,j}(z) = \begin{cases} P_{ij}^U, & \text{if } g(U(j)) = z \\ 0, & \text{otherwise} \end{cases}
\]  

(66)

Suppose that \( P^U \) and \( g \) are such that there exists a finite sequence \( z_1, \ldots, z_m \) of elements in \( \mathcal{Z} \) that yield a nonzero subrectangular matrix for the matrix product \( M(z_1) \cdots M(z_m) \).

Then \( p(U_n | Z^n) \) converges in distribution and moreover the limit distribution is independent of the initial distribution of \( U_n \).

We first apply this theorem to \( \pi_n^U \).

**Assumption I:** Assume that there exists a sequence \( \{y_n, x_n\}, n = 1, \ldots, m \), such that the matrix product \( M(y_1, x_1) \cdots M(y_m, x_m) \) is nonzero and subrectangular, where

\[
M_{i,j}(y, x) = \begin{cases} P_{ij}^U, & \text{if } g(U(j) = (y, x) \\ 0, & \text{otherwise} \end{cases}
\]  

(67)

Then by Theorem A2.1, \( \pi_n^U \) converges in distribution to a limit which is independent of the initial distribution. By (65), this implies that \( \pi_n \) also converges in distribution, and its limit distribution is independent of \( \pi_0 \). We thus get the following lemma, which was stated in (15).

**Lemma A2.2:** For any bounded continuous function \( f \), the following limits exist and are equal for all \( i \)

\[
\lim_{n \to \infty} E[f(\pi_n)] = \lim_{n \to \infty} E[f(\pi_i^U)].
\]  

(68)

The subrectangularity condition on \( M \) is satisfied if for some input \( x \in \mathcal{X} \) there exists a \( y \in \mathcal{Y} \) such that \( p_k(y | x) > 0 \) for all \( k \). It is also satisfied if all the elements of the matrix \( P \) are nonzero.

From (11) and (12), the limit distribution of \( \pi_n \) is a function of the i.i.d. distribution \( \theta \). Let \( \mathcal{P}(\mathcal{X}) \) denote the set of all possible distributions on \( \mathcal{X} \). The following lemma, proved below, shows that the limit distribution of \( \pi_n \) is continuous on \( \mathcal{P}(\mathcal{X}) \).

**Lemma A2.3:** Let \( \mu^\theta_n \) denote the limit distribution of \( \pi_n \) as a function of the i.i.d. distribution \( \theta \in \mathcal{P}(\mathcal{X}) \). Then \( \mu^\theta_n \) is a continuous function of \( \theta \), i.e., \( \theta_n \to \theta \) implies that \( \mu^\theta_n \to \mu^\theta \).

We now consider the convergence and continuity of the distribution for \( \rho_n \). Define the matrix \( N \) by

\[
N_{i,j}(y) = \begin{cases} P_{ij}^U, & \text{if } g(U(j)) = y \\ 0, & \text{otherwise} \end{cases}
\]  

(69)

and note that for any \( y \in \mathcal{Y} \) and \( x \in \mathcal{X} \)

\[
N_{i,j}(y, x) = N_{i,j}(y)I(x(j) = x).
\]  

(70)

To apply Theorem A2.1 to \( \rho_n^U \), we must find a sequence \( y_1, \ldots, y_l \) which yields a nonzero and subrectangular matrix for the product \( N(y_1) \cdots N(y_l) \). Consider the projection onto \( \mathcal{Y} \) of the sequence \( \{y_n, x_n\}, n = 1, \ldots, m \), from Assumption 1. Let \( y_n, x_n = 1, \ldots, m \) denote this projection. Using (70) and the fact that all the elements of \( M \) are nonnegative, it is easily shown that for \( M = M(y_1, x_1) \cdots M(y_m, x_m) \) and \( N = N(y_1) \cdots N(y_m) \), if for any \( i \) and \( j \), \( M_{i,j} \) is nonnegative, then \( N_{i,j} \) is nonnegative also. From this we deduce that if \( M \) is nonzero and subrectangular, then \( N \) must also be nonzero and subrectangular.

We can now apply Theorem A2.1 to \( \rho_n^U \), which yields the convergence in distribution of \( \rho_n^U \) and thus \( \rho_n \). Moreover, the limit distributions of these random vectors are independent of their initial states. Thus we get the following result, which was stated in (16).

**Lemma A2.4:** For any bounded continuous function \( f \), the following limits exist and are equal for all \( i \)

\[
\lim_{n \to \infty} E[f(\rho_n)] = \lim_{n \to \infty} E[f(\rho_i^U)].
\]  

(71)

From (13) and (14), the limit distribution of \( \rho_n \) is also a function of the input distribution. The following lemma shows that the limit distribution of \( \rho_n \) is continuous on \( \mathcal{P}(\mathcal{X}) \).

**Lemma A2.5:** Let \( \nu^\theta \) denote the limit distribution of \( \rho_n \) as a function of the i.i.d. distribution \( \theta \in \mathcal{P}(\mathcal{X}) \). Then \( \nu^\theta \) is a continuous function of \( \theta \), so \( \theta_n \to \theta \) implies that \( \nu^\theta_n \to \nu^\theta \).

**Proof of Lemmas A2.3 and A2.5:** We must show that for all \( \theta_n, \theta \in \mathcal{P}(\mathcal{X}) \), if \( \theta_n \to \theta \), then \( \mu^\theta_n \to \mu^\theta \) and \( \nu^\theta_n \to \nu^\theta \).

We first show the convergence of \( \nu^\theta_n \). From [12, p. 346], in order to show that \( \nu^\theta_n \to \nu^\theta \), it suffices to show that \( \{\nu^\theta_n\} \) is a tight sequence of probability measures, and that any subsequence of \( \nu^\theta_n \) which converges weakly converges to \( \nu^\theta \).

Tightness of the sequence \( \{\nu^\theta_n\} \) follows from the fact that \( \Delta \) is a compact set. Now suppose there is a subsequence \( \nu^{\theta_n} \to \nu^\theta \) which converges weakly to \( \psi \). We must show that \( \psi = \nu^\theta \), where \( \nu^\theta \) is the unique invariant distribution for \( \rho \) under the transformation (14) with input distribution \( p(x) = \theta \). Thus it suffices to show that for every bounded, continuous, real-valued function \( \phi \) on \( \Delta \)

\[
\int_{\Delta} \phi(\alpha)\psi(d\alpha) = \int_{\Delta} \int_{\Delta} \phi(\alpha)\psi(d\beta)p^\theta(d\alpha | \beta)
\]  

(72)

where \( p^\theta | \beta \) is \( p(\rho_n+1 = \alpha | \rho_n = \beta) \) is given by (14) under the i.i.d. input distribution \( \theta \), and is thus independent of \( n \). Applying the triangle inequality we get that for any \( k \)

\[
\left| \int_{\Delta} \phi(\alpha)\psi(d\alpha) - \int_{\Delta} \int_{\Delta} \phi(\alpha)\psi(d\beta)p^\theta(d\alpha | \beta) \right| \leq \int_{\Delta} \phi(\alpha)\psi(d\alpha) - \int_{\Delta} \phi(\alpha)p^\theta(d\alpha)
\]  

(73)

5 A sequence of probability measures \( \{\nu_n\} \) is tight if for all \( r > 0 \) there exists a compact set \( K \) such that \( \nu_n(K) > 1 - r \) for all \( n \in \{1, \ldots, m\} \).
Since this inequality holds for all $k$, in order to show (72), we need only show that the three terms (73)–(75) all converge to zero as $k \to 0$. But (73) converges to zero since $\nu^\theta_k$ converges weakly to $\psi$. Moreover, (74) equals zero for all $k$, since $\nu^\theta_k$ is the invariant density under the transformation (14) with input distribution $\theta_k$. Substituting (14) for $z_k$ in (75) yields

$$\int_\Delta \phi(f^\theta_k(y, \beta), p^\theta_k(y, \beta) \psi(d\beta)$$

$$\int_\Delta \phi(f^\theta(y, \beta)) p^\theta(y, \beta) \psi(d\beta) \to 0.$$  (80)

Fix an arbitrary $y \in \mathcal{Y}$. Then applying the triangle inequality to (78) yields

$$\int_\Delta \phi(f^\theta_k(y, \beta), p^\theta_k(y, \beta) \psi(d\beta)$$

$$\int_\Delta \phi(f^\theta(y, \beta)) p^\theta(y, \beta) \psi(d\beta) \to 0.$$  (79)

But for any fixed $y$ and $\beta, \theta_k \to \theta$ implies that $f^\theta_k(y, \beta) \to f^\theta(y, \beta)$, since from (13), the numerator and denominator of

$$f$$

are linear functions of $\theta$, and the denominator is nonzero. Similarly, $\theta_k \to \theta$ implies that for fixed $y$ and $\beta, p^\theta_k(y, \beta) \to p^\theta(y, \beta)$, since $p^\theta(y, \beta)$ is linear in $\theta$. Since $\phi$ is continuous, this implies that for fixed $y$ and $\beta$

$$\phi(f^\theta_k(y, \beta), p^\theta_k(y, \beta) \psi(d\beta)$$

Thus for any $\epsilon$ we can find $k$ sufficiently large such that

$$\int_\Delta \phi(f^\theta_k(y, \beta), p^\theta_k(y, \beta) \psi(d\beta)$$

So (79) converges to zero. Finally, for fixed $y$ and $\theta, f^\theta(y, \beta)$ and $p^\theta(y, \beta) \psi(d\beta)$ converge to zero as $k \to 0$, since $\nu^\theta_k$ converges weakly to $\psi$ [12, Theorem 25.8].

The stochastic process $\{\pi_n\}_{n=0}^\infty$ then takes values on the three points $\alpha_0 = (1/3, 1/3, 1/3)$, $\alpha_1 = (2/3, 0, 1/3)$, and $\alpha_2 = (0, 2/3, 1/3)$. Let the Markov input distribution be given by $p(x_0 = 0) = p(x_0 = 1) = 1/2$ and $p(x_n = x_{n-1} = 1)$ for $n > 0$. Then

$$p(x_3 = 0 \mid x_2 = x_1 = 1) = 1/2,$$  (81)

the Markov property does not hold for $\pi_n$ under Markov inputs.

**Proof:** We show this using a counterexample. Let $C = \{c_1, c_2, c_3\}$ be the state space for $S_n$, with transition probabilities

$$P = \begin{pmatrix}
  2/3 & 0 & 1/3 \\
  0 & 2/3 & 1/3 \\
  1/3 & 1/3 & 1/3
\end{pmatrix}$$  (82)

and initial distribution $\pi_0 = (1/3, 1/3, 1/3)$. This Markov chain is irreducible, aperiodic, and stationary. Each of the states corresponds to a memoryless channel, where the input alphabet is $\{0, 1\}$ and the output alphabet is $\{0, 1, 2\}$. The memoryless channels $c_1, c_2, c_3$ are defined as follows:

$$c_1:\ p_1(0 \mid 0) = p_1(2 \mid 1) = 1, \quad \text{otherwise } p_1(y \mid x) = 0.$$  (83)

$$c_2:\ p_2(1 \mid 0) = p_2(2 \mid 1) = 1, \quad \text{otherwise } p_2(y \mid x) = 0.$$  (84)

$$c_3:\ p_3(2 \mid 0) = 1, \quad \text{otherwise } p_3(y \mid x) = 0.$$  (85)

The details are omitted.

**Lemma A2.6:** In general, the Markov property does not hold for $\pi_n$ under Markov inputs.

The stochastic process $\{\pi_n\}_{n=0}^\infty$ then takes values on the three points $\alpha_0 = (1/3, 1/3, 1/3)$, $\alpha_1 = (2/3, 0, 1/3)$, and $\alpha_2 = (0, 2/3, 1/3)$. Let the Markov input distribution be given by $p(x_0 = 0) = p(x_0 = 1) = 1/2$ and $p(x_n = x_{n-1} = 1)$ for $n > 0$. Then

$$p(x_3 = 0 \mid x_2 = x_1 = 1) = 1/2.$$  (86)

while

$$p(x_3 = 0 \mid x_2 = x_1 = 1) = 1/2.$$  (87)

The stochastic process $\{\pi_n\}_{n=0}^\infty$ then takes values on the three points $\alpha_0 = (1/3, 1/3, 1/3)$, $\alpha_1 = (2/3, 0, 1/3)$, and $\alpha_2 = (0, 2/3, 1/3)$. Let the Markov input distribution be given by $p(x_0 = 0) = p(x_0 = 1) = 1/2$ and $p(x_n = x_{n-1} = 1)$ for $n > 0$. Then

$$p(x_3 = 0 \mid x_2 = x_1 = 1) = 1/2.$$  (88)

while

$$p(x_3 = 0 \mid x_2 = x_1 = 1) = 1/2.$$  (89)

So $\{\pi_n\}_{n=0}^\infty$ is not a Markov process.

**Lemma A2.7:** In general, the Markov property does not hold for $\rho_n$ under Markov inputs.
Proof: We prove this using a counterexample similar to that of Lemma A2.6. Let the FSMC be as in Lemma A2.6 with the following change in the definition of the memoryless channels \(c_1, c_2, \text{ and } c_3\):

\[
\begin{align*}
c_1: & \quad p_1(1 | 0) = p_1(1 | 1) = 1, \quad \text{otherwise } p_1(y | x) = 0. \\
c_2: & \quad p_2(2 | 0) = p_2(2 | 1) = 1, \quad \text{otherwise } p_2(y | x) = 0. \\
c_3: & \quad p_3(0 | 0) = p_3(2 | 0) = 1/2, \\
& \quad p_3(0 | 1) = 1/4, \\
& \quad p_3(2 | 1) = 3/4, \quad \text{otherwise } p_3(y | x) = 0.
\end{align*}
\]

It is easily shown that the state space for the stochastic process \(\{\rho_n\}_{n=0}^\infty\) includes the points \(\alpha_0\) and \(\alpha_1\) defined in Lemma A2.6. Using the same Markov input distribution defined there, we have

\[
p(\rho_3 = \alpha_0 | \rho_2 = \alpha_0, \rho_1 = \alpha_1) = 5/36
\]

while

\[
p(\rho_3 = \alpha_0 | \rho_2 = \alpha_0) = 8/57.
\]

So \(\{\rho_n\}_{n=0}^\infty\) is not a Markov process.

APPENDIX III

In this Appendix, we prove Lemma 4.1. Consider first \(H(Y_n | X_n, X^{n-1}, Y^{n-1})\). We have

\[
H(Y_n | X_n, X^{n-1}, Y^{n-1}) = E[-\log p(y_n | x_n, x^{n-1}, y^{n-1})]
\]

\[
= E[-\log \sum_{k=1}^K p(y_n | x_n, S_n = c_k) \cdot p(S_n = c_k | x^{n-1}, y^{n-1})]
\]

\[
= E[-\log \sum_{k=1}^K p_k(y_n | x_n) \pi_n(k)]
\]

\[
= E[-\log p(Y_n | x_n, \pi_n)]
\]

\[
= H(Y_n | X_n, \pi_n).
\]

The argument that \(H(Y_n | Y^{n-1}) = H(Y_n | \rho_n)\) is the same, with all the \(x\) terms removed and \(\pi_n\) replaced by \(\rho_n\).

APPENDIX IV

In this Appendix, we prove Lemmas 4.2-4.6.

Proof of Lemma 4.2: We first note that the conditional entropy \(H(W | V) = E \log p(w | v)\), where the log function is concave on \([0,1]\). To show the first inequality in (25), let \(f\) denote any concave function. Then

\[
E[f(p(y_n | x_n, x^{n-1}, y^{n-1})]
\]

\[
\geq E[f(E[p(y_{n+1} | x_{n+1}, x^n, y^n) | y_n])]
\]

\[
\geq E[E[f(p(y_{n+1} | x_{n+1}, x^n, y^n)) | x_{n+1}, x^n, y^n]]
\]

\[
\geq E[f(p(y_{n+1} | x_{n+1}, x^n, y^n)]
\]

\[
\geq E[f(p(y_{n+1} | x_{n+1}, x^n, y^n)]
\]

\[
(84)
\]

where \(a\) follows from the stationarity of the channel and the inputs, \(b\) and \(d\) follow from properties of conditional expectation [12], and \(c\) is a consequence of Jensen’s inequality.

The second inequality in (25) results from the fact that conditioning on an additional random variable, in this case the initial state \(S_0\), always reduces the entropy [14]. The proof of the third inequality in (25) is similar to that of the first

\[
E(f(p(y_{n+1} | x_{n+1}, x^n, y^n, S_0))
\]

\[
= E(E(f(p(y_{n+1} | x_{n+1}, x^n, y^n, S_0) | x_{n+1}, x^n, y^n, S_0))
\]

\[
\geq E(E(f(p(y_{n+1} | x_{n+1}, x^n, y^n, S_0) | x_{n+1}, x^n, y^n, S_0))
\]

\[
\geq E(f(p(y_{n+1} | x_{n+1}, x^n, y^n, S_0))
\]

\[
\geq E(f(p(y_{n+1} | x_{n+1}, x^n, y^n, S_0))
\]

\[
(85)
\]

where \(a\) and \(d\) follow from properties of conditional expectation, \(b\) follows from (4) and (5), \(c\) follows from Jensen’s inequality, and \(e\) follows from the channel and input stationarity.

Proof of Lemma 4.3: From Lemma 4.1

\[
\lim_{n \to \infty} H(Y_n | X_n, X^{n-1}, Y^{n-1}) = \lim_{n \to \infty} E[-\log \sum_{k=1}^K p(y | x, S = c_k) \pi_n(k)].
\]

Similarly

\[
\lim_{n \to \infty} H(Y_n | X_n, X^{n-1}, Y^{n-1}, S_0) = \lim_{n \to \infty} E[-\log \sum_{k=1}^K p(y | x, S = c_k) \pi_n(k)]
\]

where \(\pi_n^{(i)} \triangleq \pi_n(k_i)\) for some \(i\). Applying (15) to (86) and (87) completes the proof.

Proof of Lemma 4.4: The proof of this lemma is similar to that of Lemma 4.2 above. For the first inequality in (27), we have

\[
E[f(p(y_n | y^{n-1})] \leq E[f(p(y_{n+1} | y^n)]
\]

\[
\leq E(E[f(p(y_{n+1} | y^n) | y_n)]
\]

\[
\leq E(E[f(p(y_{n+1} | y^n)) | x_{n+1}, x^n, y^n]
\]

\[
\leq E[f(p(y_{n+1} | x_{n+1}, x^n, y^n)]
\]

\[
\leq E[f(p(y_{n+1} | x_{n+1}, x^n, y^n)]
\]

\[
(88)
\]

where \(a\) follows from the stationarity of the inputs and channel, \(b\) and \(d\) follow from properties of conditional expectation [12], and \(c\) is a consequence of Jensen’s inequality.

The second inequality results from the fact that conditioning on an additional random variable reduces entropy. Finally, for the third inequality, we have

\[
E(f(p(y_{n+1} | y^n, S_0)) \leq E(E(f(p(y_{n+1} | y^n, S_0) | y^n, S_0))
\]

\[
\leq E(E(f(p(y_{n+1} | y^n, S_0) | y^n, S_0))
\]

\[
\leq E(E(f(p(y_{n+1} | y^n, S_0) | y^n, S_0))
\]

\[
\leq E(f(p(y_{n+1} | y^n, S_0))
\]

\[
(89)
\]
where \( a \) and \( d \) follow from properties of conditional expectation, \( b \) follows from (6), \( c \) follows from Jensen’s inequality, and \( e \) follows from the channel and input stationarity.

**Proof of Lemma 4.5:** Following a similar argument as in the proof of Lemma 4.3, we have that

\[
\lim_{n \to \infty} H(Y_n | Y_n^{-1}) = \lim_{n \to \infty} \mathbb{E} \left[ -\log \sum_{k=1}^{K} p(y | S = c_k) \rho_n(k) \right] \tag{90}
\]

and

\[
\lim_{n \to \infty} H(Y_n | Y_n^{-1}, S_0) = \lim_{n \to \infty} \mathbb{E} \left[ -\log \sum_{k=1}^{K} p(y | S = c_k) \rho_n^*(k) \right] \tag{91}
\]

where \( \rho_n^* \triangleq \rho_n^i \) for some \( i \). Applying (16) to (90) and (91) completes the proof.

**Proof of Lemma 4.6:** We first consider the limiting conditional entropy \( H(Y_n | \rho_n^i) \) as \( n \to \infty \). Let \( \pi_n^\theta \) denote the distribution of \( \rho_n^i \) and \( \nu^\theta \) denote the corresponding limit distribution. Also, let \( p_\theta(y | \cdot) \) explicitly denote the dependence of the (conditional) output probability on \( \theta \). Then

\[
\lim_{n \to \infty} H(Y_n | \rho_n^i) = \lim_{n \to \infty} \mathbb{E} \left[ -\log p_\theta(y_n | \rho_n^i) \right] = \lim_{n \to \infty} \sum_{y_n^i \in Y_n^i} -\log p_\theta(y_n | \rho_n^i(y_n^{-1})) p_\theta(y_n^{-1})
\]

\[
\cdot p_\theta(y_n | y_n^{-1}) p_\theta(y_n^{-1}) = \lim_{n \to \infty} \sum_{\pi_n^\theta \in \Delta} \left[ \sum_{y_n \in Y_n} -\log p_\theta(y_n | \rho_n^i(y_n^{-1})) \right] p_\theta(y_n^{-1})
\]

\[
= \lim_{n \to \infty} \int \Delta \left[ \sum_{y_n \in Y_n} -\log p_\theta(y_n | \rho_n^i(y_n^{-1})) \right] p(d\rho_n^i)
\]

\[
= \lim_{n \to \infty} \int \Delta \left[ \sum_{y_n \in Y_n} -\log p_{\theta}(y | \rho) p_{\theta}(y | \rho) \right] \nu_n^\theta(d\rho)
\]

\[
= \int \Delta \left[ \sum_{y_n \in Y_n} -\log p_{\theta}(y | \rho) p_{\theta}(y | \rho) \right] \nu_n^\theta(d\rho). \tag{92}
\]

The second and fourth equalities in (92) follow from the fact that \( \rho_n^i \) is a function of \( y_n^{-1} \). We also use this in the fifth equality to take expectations relative to \( \rho_n^i \) instead of \( y_n^{-1} \). The sixth equality follows from the definition of \( \nu_n^\theta \) and the stationarity of the channel inputs. The last equality follows from the weak convergence of \( \nu_n^\theta \) and the fact that the entropy is continuous in \( \rho \) and is bounded by \( \log | Y | \) [12, Theorem 25.8].

The limiting conditional entropy \( H(Y_n | X_n, \pi_n) \) is obtained with a similar argument. Let \( \mu_n^\theta \) denote the distribution of \( \pi_n^\theta \) and \( \mu^\theta \) denote the corresponding limit distribution. Then

\[
\lim_{n \to \infty} H(Y_n | X_n, \pi_n^\theta) = \lim_{n \to \infty} \mathbb{E} \left[ -\log p_\theta(y_n | x_n, \pi_n^\theta) \right] = \lim_{n \to \infty} \sum_{y_n \in Y_n} -\log p_\theta(y_n | x_n, \pi_n^\theta) p_\theta(y_n, x_n)
\]

\[
= \lim_{n \to \infty} \sum_{y_n \in Y_n} -\log p_\theta(y_n | x_n, \pi_n^\theta) p_\theta(y_n^{-1}, x_n^{-1}) \cdot p_\theta(y_n | x_n, y_n^{-1}, x_n^{-1}) \cdot p_\theta(y_n^{-1}, x_n^{-1})
\]

\[
= \lim_{n \to \infty} \sum_{y_n \in Y_n} \left[ \sum_{x_n \in X_n} -\log p_\theta(y_n | x_n, \pi_n^\theta) \right] \mu_n^\theta(dx_n)
\]

\[
= \lim_{n \to \infty} \int \Delta \left[ \sum_{y_n \in Y_n} -\log p_{\theta}(y | x, \pi) p_{\theta}(y | x, \pi) \mu_n^\theta(dx_n) \right] p(d\pi_n^\theta)
\]

\[
= \lim_{n \to \infty} \int \Delta \left[ \sum_{y_n \in Y_n} -\log p(y | x, \pi) p(y | x, \pi) \right] \mu^\theta(dx_n) \tag{93}
\]

where we use the fact that \( \pi_n \) is a function of \( x_n^{-1} \) and \( y_n^{-1} \), and the last equality follows from the weak convergence of \( \pi_n^\theta \) to \( \pi^\theta \).
APPENDIX V

In this Appendix, we prove Lemmas 5.1 and 5.2.

Proof of Lemma 5.1: From [14],
\[
H(Y_n | \rho) \leq H(Y_n) \leq \log | \mathcal{Y} |
\]
and similarly
\[
H(Y_n | \rho^n) \leq H(Y_n) \leq \log | \mathcal{Y} |
\]
for any \( i \). But since each \( c_k \in \mathcal{C} \) is output symmetric, for each \( k \) the columns of \( M^k \subseteq \{ M^j_l = p_k(j | l), l \in \mathcal{X}, j \in \mathcal{Y} \} \) are permutations of each other. Thus, if the marginal \( p(x_n) \) is uniform, then \( p(y_n | S_n = c_k) \) is also uniform, i.e., \( p(y_n | S_n = c_k) = 1/|\mathcal{Y}| \). Hence, for any \( \rho \in \Delta \)
\[
p(y_n | \rho) = \frac{K}{|\mathcal{Y}|} \sum_{k=1}^{K} \rho_n(k) = \frac{1}{|\mathcal{Y}|}
\]
and similarly \( p(y_n | \rho^n) = 1/|\mathcal{Y}| \) for any \( i \). Thus
\[
H(Y_n | \rho) = \int_{\rho \in \Delta} \sum_{y \in \mathcal{Y}} p(y_n | \rho)p(y_n | \rho)n[-\log p(y_n | \rho)]
\]
\[
= \int_{\rho \in \Delta} p(\rho) \sum_{y \in \mathcal{Y}} p(y_n | \rho)[-\log p(y_n | \rho)]
\]
\[
= \int_{\rho \in \Delta} p(\rho) \sum_{y \in \mathcal{Y}} \frac{1}{|\mathcal{Y}|}[-\log |\mathcal{Y}|]
\]
\[
= \log |\mathcal{Y}|
\]
and similarly
\[
H(Y_n | \rho^n) = \log |\mathcal{Y}|
\]
for any \( i \). Since (95) only requires that \( p(x_n) \) is uniform for each \( n \), an i.i.d. uniform input distribution achieves this maximum. Substituting \( \pi \) for \( \rho \) in the above argument yields the result for \( H(Y_n | \pi_n) \) and \( H(Y_n | \pi_n^n) \).

Proof of Lemma 5.2: We consider only \( H(Y_n | X_n, \pi_n) \), since the same argument applies for \( H(Y_n | X_n, \pi_n^n) \). By the output symmetry of each \( c_k \in \mathcal{C} \), the sets
\[
\{p_k(y | x): y \in \mathcal{Y}\} x \in \mathcal{X}
\]
are permutations of each other. Thus
\[
H(Y_n | X_n, \pi_n) = \sum_{\pi} \sum_{x_n} \sum_{y_n} [-\log \sum_{k} p_k(y_n | x_n)\pi_n(k)]
\]
\[
\cdot \sum_{k} p_k(y_n | x_n)\pi_n(k) p(x_n)\]
\[
= \sum_{\pi} \sum_{x_n} \sum_{y_n} [-\log \sum_{k} p_k(y_n | x_n)\pi_n(k)]
\]
\[
\cdot \sum_{k} p_k(y_n | x_n)\pi_n(k) \forall x \in \mathcal{X}
\]
\[
(96)
\]
So \( H(Y_n | X_n, \pi_n) \) depends only on the distribution of \( \pi_n \). But by (38), this distribution depends only on the distribution of \( Z^{n-1} \). The proof then follows from the fact that \( p(Z^n | X^n) = p(Z^n) \).

APPENDIX VI

We consider a Q-AWN channel where the output is quantized to the nearest input symbol and the input alphabet consists of symmetric PSK symbols. We want to show that for any \( i \), \( P_{ij}^k = p_k(y = j | x = i) \) has rows which are permutations of each other and columns which are permutations of each other. The input/output symbols are given by
\[
y_m = x_m + Ae^{j2\pi m/M}, \quad m = 1, \ldots, M.
\]
(97)
Define the \( M \times M \) matrix \( Z \) by \( Z_{ij} = |y_i - x_j| \) and let \( q_k(Z_{ij}) \) denote the distribution of the quantized noise, which is determined by the noise density \( n_k \) and the values of \( A \) and \( M \) from (97). By symmetry of the input/output symbols and the noise, the rows of \( Z \) are permutations of each other, and the columns are also permutations of each other.

If \( M \) is odd, then
\[
p_k(y | x) = \begin{cases} q_k(|y - x|), & |y - x| = 0 \\ q_k(|y - x|)/2, & \text{else} \end{cases}
\]
and if \( M \) is even
\[
p_k(y | x) = \begin{cases} q_k(|y - x|), & |y - x| = 0 \text{ or } |y - x| = 2A \\ q_k(|y - x|)/2, & \text{else} \end{cases}
\]
(99)
Thus \( P_{ij}^k \) depends only on the value of \( Z_{ij} \); the rows of \( P_{ij}^k \) are therefore permutations of each other, and so are the columns.

APPENDIX VII

We will show that the \( \pi \)-output channel is asymptotically memoryless as \( J \to \infty \). Indeed, since the FSMC is indecomposable and stationary
\[
\lim_{J \to \infty} p(S_{n+J}, S_n) = \lim_{J \to \infty} p(S_{n+J})p(S_n)
\]
(100)
for any \( n \), and thus also
\[
\lim_{J \to \infty} p(\pi_{n+J}, \pi_n) = \lim_{J \to \infty} p(\pi_{n+J})p(\pi_n).
\]
(101)
Therefore, since \( \pi_{j} \) and \( \pi_{j(l-1)} \) are \( J \) iterations apart, \( \pi_{j} \) and \( \pi_{j(l-1)} \) are asymptotically independent as \( J \to \infty \). In order to show that the \( \pi \)-output channel is memoryless, we must show that for any \( \pi \) and \( L \)
\[
p(y^{1L}, \pi^{1L} | x^{1L}) = \prod_{\ell=1}^{L} p(y_{j\ell}, \pi_{j\ell} | x_{j\ell})
\]
(102)
We can decompose \( p(y^{1L}, \pi^{1L} | x^{1L}) \) as follows:
\[
p(y^{1L}, \pi^{1L} | x^{1L}) = \prod_{\ell=1}^{L} p(y_{j\ell}, \pi_{j\ell} | x_{j\ell}, y_{j(l-1)}, \pi_{j(l-1)} x_{j(l-1)}).
\]
(103)
Thus we need only show that the \( l \)th factor in the right-hand side of (103) equals \( p(y_{jl}, \pi_j | x_j) \) in the limit as \( J \to \infty \). This result is proved in the following lemma.

**Lemma A7.1:** For asymptotically large \( J \)

\[
p(y_{jl}, \pi_j | x_j, y^j, x^j, \pi^j, x^j) = p(y_{jl}, \pi_j | x_j).
\]

**Proof:**

\[
p(y_{jl}, \pi_j | x_j, y^j, x^j, \pi^j, x^j)
= p(y_{jl} | \pi_j, x_j, y^j, x^j, \pi^j, x^j)
\cdot p(\pi_j | x_j, y^j, x^j, \pi^j, x^j)
= p(y_{jl} | \pi_j, x_j) p(\pi_j | x_j, y^j, x^j, \pi^j, x^j)
= p(y_{jl} | \pi_j, x_j).
\]

(104)

where the second equality follows from (4) and (5), the third equality follows from (4) and (11), and the fourth equality follows from (101) in the asymptotic limit of deep interleaving.

**APPENDIX VIII**

The \( \pi \)-output channels are independent if

\[
p(y^j, \pi^j | x^j) = \prod_{j=1}^{J} p(y_j, \pi_j | x_j).
\]

(106)

This is shown in the following string of equalities:

\[
p(y^j, \pi^j | x^j)
= \prod_{j=1}^{J} p(y_j | \pi_j, x_j, y^{j-1}, \pi^{j-1}, x^{j-1})
= \prod_{j=1}^{J} p(y_j | \pi_j, x_j, y^{j-1}, \pi^{j-1}, x^{j-1})
\cdot p(\pi_j | x_j, y^{j-1}, \pi^{j-1}, x^{j-1})
= \prod_{j=1}^{J} p(y_j | \pi_j, x_j) p(\pi_j | x_j, y^{j-1}, \pi^{j-1}, x^{j-1})
= \prod_{j=1}^{J} p(y_j | \pi_j, x_j).
\]

(107)

where the third equality follows from (5) and the last equality follows from the fact that we ignore error propagation, so \( x^{j-1}, y^{j-1}, \pi^{j-1} \) are all known constants at time \( j \).

We now determine the average mutual information of the parallel \( \pi \)-output channels for a fixed input distribution \( p(X^J) \).

The average mutual information of the parallel set is

\[
I_J = \frac{1}{J} H(Y^J, \pi^J; X^J).
\]

(108)

From above, the parallel channels are independent, and each channel is memoryless with asymptotically deep interleaving.

Thus we obtain (45) as follows:

\[
\frac{1}{J} H(Y^J, \pi^J; X^J)
= H(Y^J, \pi^J) - H(Y^J, \pi^J | X^J)
= H(Y^J | \pi^J) + H(\pi^J)
= H(Y^J | \pi^J, X^J) + H(\pi^J | X^J)
= H(Y^J | \pi^J, X^J) - H(Y^J | Y^{j-1}, \pi^J, X^J)
= \sum_{j=1}^{J} H(Y_j | Y^{j-1}, \pi^J) - H(Y_j | Y^{j-1}, \pi^J, X^J)
= \sum_{j=1}^{J} H(Y_j | \pi_j) - H(Y_j | \pi_j, X_j)
\]

(109)

where the third equality follows from the fact that

\[
p(\pi^j | x^j) = p(\pi^j | x^{j-1}) = p(\pi^j)
\]

by definition of \( \pi^j \) and by the memoryless property of the \( \pi_j \) channels. The last inequality follows from the fact that

\[
H(Y_j | Y^{j-1}, \pi^j) = H(Y_j | \pi_j)
= H(Y_j | \pi_j, X_j)
\]

(110)

since the \( \pi_j \) channels are memoryless and \( \rho_j = E_{\pi_j} \pi_j \).

**APPENDIX IX**

In this Appendix we examine the cutoff rate for uniformly symmetric variable-noise channels. The first three lemmas show that for these channels, the maximizing distribution of (52) is uniform and i.i.d. We then determine that \( R_j \), as defined by (52), is monotonically increasing in \( j \), and use this to get a simplified formula for \( R_{df} \) in terms of the limiting value of \( R_j \).

**Lemma A9.1:** For all \( j \), \( R_j \) depends only on \( p(x_j) \).

**Proof:** From the proof of Lemma 5.2, \( \pi_j \) is a function of \( Z^{j-1} \), and is independent of \( X^{j-1} \). So \( p(\pi_j) \) does not depend on the input distribution. The result then follows from the definition of \( R_j \).

**Corollary:** An independent input distribution achieves the maximum of \( R_{df} \).

**Lemma A9.2:** For a fixed input distribution \( p(X^J) \), the \( J \) corresponding \( \pi \)-output channels are all symmetric [13, p. 94].

**Proof:** We must show that for any \( j < J \), the set of outputs for the \( j \)th \( \pi \)-output channel can be partitioned into subsets such that the corresponding submatrices of transition probabilities have rows which are permutations of each other and columns which are permutations of each other. We will call such a matrix \( \text{row/column-permutable} \).

Let \( n_j \leq |X^j| \) be the number of points \( \delta \in \Delta \) with \( p(\pi_j = \delta) > 0 \), and let \( \{ \delta_i \}_{i=1}^{n_j} \) explicitly denote this set. Then we can partition the output into \( n_j \) sets, where the \( i \)th set consists of the pairs \( \{ (y, \delta_i) : y \in Y \} \). We want to show that the transition probability matrix associated with each of these output partitions is row/column-permutable, i.e., that for all \( i, 1 \leq i \leq n_j \), the \( |X| \times |Y| \) matrix

\[
P^i \triangleq p(y_j = y, \pi_j = \delta_i | x_j = x), \quad x \in X, y \in Y
\]

(111)

has rows which are permutations of each other, and columns which are permutations of each other.
Since the FSMC is a variable-noise channel, there is a function \( f \) such that \( p_k(y \mid x) \) depends only on \( z \triangleq f(x, y) \) for all \( k, 1 \leq k \leq K \). Therefore, if for some \( k' \), \( p_{k'}(y \mid x) = p_k(y' \mid x') \), then \( f(x, y) = f(x', y') \). But since \( z = f(x, y) \) is the same for all \( k \), this implies that

\[
p_k(y \mid x) = p_k(y' \mid x') \quad \forall k, 1 \leq k \leq K.
\]

(112)

Fix \( k' \). Then by definition of uniform symmetry, \( p_{k'}(y \mid x) \) is row/column-permutable. Using (112), we get that the \([X \times [Y]\) matrix

\[
P_{k'} = \sum_{k=1}^{K} p_k(y \mid x), \quad x \in X, y \in Y
\]

(113)

is also row/column-permutable. Moreover, multiplying a matrix by any constant will not change the permutability of its rows and columns, hence the matrix

\[
P_{k'} = \sum_{k=1}^{K} p_k(y \mid x) \delta \beta \delta \beta = \delta \beta \delta \beta
\]

(114)

is also row/column-permutable. But this completes the proof, since

\[
p(y_j = y, \pi_j = \delta_j \mid x_j = x)
\]

\[
= \sum_{k=1}^{K} p_k(y_j = y \mid x_j = x) \delta \beta \delta \beta = \delta \beta \delta \beta
\]

(115)

Lemma A9.3: For i.i.d. uniform inputs, \( R_j \) is monotonically increasing in \( j \).

Proof: For uniform i.i.d. inputs

\[
R_j = -\log \left( \frac{1}{|X|^2} \int_{\pi_j \in \Delta} p(\pi_j) \right)
\]

\[
\cdot \sum_{y \in Y} \sum_{x \in X} \sum_{k=1}^{K} p_k(y \mid x, S = c_k) \pi_j(k)^2
\]

(116)

Let

\[
f(\pi_j) \triangleq \sum_{y \in Y} \sum_{x \in X} \sqrt[2]{\sum_{k=1}^{K} p_k(y \mid x, S = c_k) \pi_j(k)^2}
\]

(117)

Then

\[
R_j = -\log \left( \frac{1}{|X|^2} E[f(\pi_j)] \right).
\]

We want to show that

\[
-\log \left( \frac{1}{|X|^2} E[f(\pi_j)] \right) \leq -\log \left( \frac{1}{|X|^2} E[f(\pi_{j+1})] \right)
\]

or, equivalently, that

\[E[f(\pi_j)] \geq E[f(\pi_{j+1})].\]

Following an argument similar to that of Lemma 4.2, we have

\[
E[f(\pi_j)] = \sum_{y \in Y} \left( \sum_{x \in X} \sum_{k=1}^{K} p_k(y \mid x) \pi_j(k)^2 \right)
\]

\[
= E \sum_{y \in Y} \left( \sum_{x \in X} \sum_{k=1}^{K} p_k(y \mid x) p(\pi_j = c_k \mid x^{n-1}, y^{n-1}) \right)
\]

\[
\leq E \sum_{y \in Y} \left( \sum_{x \in X} \sum_{k=1}^{K} p_k(y \mid x) p(\pi_{j+1} = c_k \mid x_2, y_2) \right)
\]

(118)

where \( a \) follows from stationarity and \( b \) follows from Jensen's inequality.

Lemma A9.4: For uniformly symmetric variable-noise channels, a uniform i.i.d. input distribution maximizes \( R_{df} \).

Proof: From Lemma A9.2, the maximizing distribution for \( R_{df} \) is independent. Moreover, from Lemma A9.2, each of the \( n \)-output channels are symmetric, therefore from [13, p. 1441], a uniform distribution for \( p(X_j) \) maximizes \( R_j \) for all \( j \), and therefore it maximizes \( R_{df} \). By Lemma A9.3, \( R_j \) is monotonically increasing in \( j \) for i.i.d. uniform inputs. Finally, by Lemma A2.2, for \( f(\pi_j) \) as defined in (117), \( E[f(\pi_j)] \) converges to a limit which is independent of the initial channel state, and thus so does \( R_j = -\log \left( \frac{1}{|X|^2} E[f(\pi_j)] \right) \). Therefore

\[
R_{df} = \lim_{j \to \infty} R_j.
\]

(119)
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