Quiz 2

- Do not open this quiz booklet until directed to do so. Read all the instructions on this page.
- When the quiz begins, write your name on every page of this quiz booklet.
- You have 120 minutes to earn 120 points. Do not spend too much time on any one problem. Read them all first, and attack them in the order that allows you to make the most progress.
- **You are allowed a 1-page cheat sheet.** No calculators or programmable devices are permitted. No cell phones or other communications devices are permitted.
- Write your solutions in the space provided. If you need more space, write on the back of the sheet containing the problem. Pages may be separated for grading.
- Do not waste time and paper rederiving facts that we have studied. Simply cite them.
- When writing an algorithm, a **clear** description in English will suffice. Pseudo-code is not required unless asked for.
- **Pay close attention to the instructions for each problem.** Depending on the problem, partial credit may be awarded for incomplete answers.
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Problem 1. True or False [10 points] (5 parts)
For each of the following questions, answer true or false.

(a) [2 points] Let $G$ be an undirected graph. If $u$ is the root of some depth first search (DFS) tree and $u$'s removal from $G$ makes $G$ a disconnected graph, then $u$ has more than one child in the DFS tree.

✓ TRUE □ FALSE

(b) [2 points] Let $G = (V, E)$ be a directed graph with possibly negative weight edges and negative weight cycles. Given any two vertices $s$ and $t$, Bellman-Ford finds a simple shortest path from $s$ to $t$ (namely, a shortest path that contains no cycles) in $O(|V| \cdot |E|)$ time.

□ TRUE ✓ FALSE

(c) [2 points] The running time of Karatsuba’s method for multiplying $n$-digit numbers is $\Theta(n^{\log_3 2})$.

□ TRUE ✓ FALSE

(d) [2 points] Let $G$ be an undirected graph. There are no cross-edges in any DFS tree for $G$.

✓ TRUE □ FALSE

(e) [2 points] Consider an open addressing hash table with $m$ slots, where collisions are handled using linear probing. Assume simple uniform hashing, and assume that the table is initially empty. The probability that the first two slots of the table are filled after the first two insertions is $3/m^2$.

✓ TRUE □ FALSE

Solution: There are $m^2$ equally likely ways to map the first two keys into the table. Of those, the following three possibilities lead to the first two slots being filled: $h(K_1) = 0, h(K_2) = 1$; $h(K_1) = 1, h(K_2) = 0$; and $h(K_1) = 0, h(K_2) = 0$. 
Problem 2. Multiple Choice [20 points] (2 parts)
For each of the following questions, select ALL the statements from (a) to (e) that are true.

(a) Depth First Search [10 points] Depth first search on a directed graph produces a collection of DFS trees, called a DFS Forest. Which of the following must be true about the DFS forest in a directed unweighted graph $G$?

(a) Every path from $s$ to $t$ in the DFS forest is a shortest path from $s$ to $t$.
(b) All the directed edges are tree edges or back edges.
(c) Two nodes $u$ and $v$ such that $v$ is reachable from $u$ in $G$ must be in the same tree.
(d) Two nodes $u$ and $v$ that are reachable from each other in $G$ must be in the same tree.
(e) If $G$ is acyclic and all nodes are reachable from some particular node $u$, and the DFS is started from any node $s$, then the forest consists of a single tree.

Solution:
(a) is false. For example, consider DFS on the directed graph $(u, v), (v, w), (u, w)$ with $u$ being the root of the DFS tree, and $v$ being the first neighbor of $u$ to be explored. The path from $u$ to $w$ in the DFS forest goes through $v$, and is clearly not the shortest.

(b) is false. There are also forward edges and cross edges.

(c) is false. Consider DFS on the same graph as above, except this time, start at node $v$.

(d) is true. In a DFS traversal, you reach $u$ first or $v$ first. If you reach $u$ first, you will explore all the nodes reachable from $u$ as part of the DFS tree containing $u$. This includes $v$, and thus $u$ and $v$ are in the same DFS tree. (A symmetric argument shows that if we reach $v$ first, the same conclusion applies.)

(e) is false. In the graph above, all nodes are reachable from $u$, but a DFS starting at $v$ produces a DFS forest with two trees.
(b) **Dijkstra** [10 points] Recall the notation we used in class for Dijkstra’s algorithm for computing shortest paths in **directed weighted** graphs: $S$ is the set of processed nodes and $Q$ is the set of unprocessed nodes, and $\delta(s, t)$ denotes the length of the shortest path from $s$ to $t$. Which of the following are correct invariants of the Dijkstra shortest paths algorithm?

(a) For every node $v \in Q$, $d[v] = \infty$.
(b) For every node $u \in S$ and every node $v \in Q$, $\delta(s, u) \leq \delta(s, v)$.
(c) For every node $u \in S$ and every node $v \in Q$, $d[u] \leq d[v]$.
(d) There is exactly one node $v \in Q$ such that $d[v] = \delta(s, v)$.
(e) If $u, v \in Q$ and $d[u] < d[v]$, then $\delta(s, u) < \delta(s, v)$.

**Solution:**
(a) is false. Unprocessed nodes can have non-infinite current shortest paths.

(b) is true. This follows from the way Dijkstra’s algorithm chooses edges to relax.

(c) is true. Note that for any node $u \in S$, $d[u] = \delta(s, u)$ and since $\delta(s, v) \leq d[v]$ for any node $v \in Q$, it follows from part (b) that $d[u] = \delta(s, u) \leq \delta(s, v) \leq d[v] \Rightarrow d[u] \leq d[v]$.

(d) is false. There could be multiple vertices in $Q$ with the same $d$ value.

(e) is false.
**Problem 3. More Dijkstra** [10 points] (2 parts)

(a) [5 points] Simulate a run of Dijkstra’s algorithm on the following graph with A as the start node.

![Graph](image)

Write down the set of processed nodes $S$, the set of unprocessed nodes $Q$ and the values $d[v]$ at each iteration of the algorithm.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize</td>
<td>$\emptyset$</td>
<td>${A, B, C, D, E}$</td>
<td>0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Solution:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialize</strong></td>
<td>$\emptyset$</td>
<td>${A, B, C, D, E}$</td>
<td>0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td>${A}$</td>
<td>${B, C, D, E}$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
<td>2</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>${A, C}$</td>
<td>${B, D, E}$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
<td>2</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>${A, C, E}$</td>
<td>${B, D}$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
<td>2</td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
<td>${A, C, E, B}$</td>
<td>${D}$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
<td>${A, C, E, B, D}$</td>
<td>$\emptyset$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>
(b) [5 points] Change the weight (but not the direction) of a single edge of this graph so that Dijkstra fails to produce the shortest path from $A$ to some other node. Identify a node for which Dijkstra fails to produce the shortest path. What is the true shortest path from $A$ to that node? What is the incorrect shortest path that Dijkstra outputs?

(The graph is reproduced below for your convenience.)

![Graph Diagram]

**Solution:** The first observation is that one should change one of the edges to be a negative weight edge.

You can change any of the edges $(B, D)$ or $(D, E)$ to a sufficiently small negative value. For example, changing the weight of $(B, D)$ to $-100$ will produce the incorrect shortest path for $C$.

Note that Dijkstra’s algorithm will return an incorrect answer only when a negative edge goes into an already processed node and there are edges coming out of that vertex. For this reason, the edge $(E, C)$ is not correct, because there are no edges coming out of the vertex $C$ in the graph.

The Dijkstra execution with this change is shown below.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialize</strong></td>
<td>$\emptyset$</td>
<td>{A, B, C, D, E}</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td>{A}</td>
<td>{B, C, D, E}</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td>{A, C}</td>
<td>{B, D, E}</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
<td>{A, C, E}</td>
<td>{B, D}</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>$\infty$</td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
<td>{A, C, E, B}</td>
<td>{D}</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>-94</td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
<td>{A, C, E, B, D}</td>
<td>$\emptyset$</td>
<td>0</td>
<td>6</td>
<td>1</td>
<td>-94</td>
</tr>
</tbody>
</table>
Problem 4. Bellman-Ford [15 points] (2 parts)

(a) [10 points] In the worst-case, the Bellman Ford algorithm runs for \(|V| - 1\) iterations, where \(|V|\) is the number of nodes in the graph. However, for the graph \(G\) below, with \(A\) as the start node, there is an order of edge relaxations for which the Bellman Ford algorithm will have discovered all the shortest paths after a single iteration. Demonstrate such an edge ordering, and briefly explain why it works.

Solution: Relax the edges in a topologically sorted fashion.
(b) [5 points] Change the direction (but not the weight) of a single edge of the graph in part (a) such that for any order of edge relaxations, Bellman Ford takes more than one iteration to converge.

(The graph is reproduced below for your convenience.)

Solution: Change the orientation of the $(B, E)$ edge, creating a negative cycle. Bellman-Ford will not converge.

Note that Bellman Ford will converge in one iteration for some ordering of edges for any graph if there are no negative cycles. In particular, if there are no negative weight cycles, there is a well-defined “shortest path tree” obtained by running Bellman Ford to completion. Now, imagine re-running Bellman Ford where you relax the edges in the topologically sorted order along the shortest path tree.
Problem 5. Closest Pair [15 points] (1 part)

Let $G = (V, E)$ be an unweighted undirected graph. Let $A, B \subseteq V$ be two subsets of vertices, not necessarily disjoint. Define the closest pair of nodes between $A$ and $B$ to be the pair of nodes $(a, b)$ such that $a \in A$, $b \in B$, and $\delta(a, b)$ is the smallest among all such nodes.

You are given $G$ (as an adjacency list) and the two sets $A$ and $B$ (each set is given as a linked list of nodes). Clearly describe an algorithm to find the closest pair of nodes between $A$ and $B$.

Analyze the complexity of your algorithm as a function of $|V|$ and $|E|$.

Solution: A good way to approach this problem is via a graph transformation: construct 2 new nodes, $s$ and $t$. Construct $|A|$ edges $(s \rightarrow a) \forall a \in A$. Also construct $|B|$ edges $(b \rightarrow t) \forall b \in B$. Both $|A|$ and $|B|$ have $O(V)$ elements, so the new graph has $O(V + 2) = O(V)$ nodes, and $O(E + 2V)$ edges. The graph is unweighted, so we can use BFS to solve for the shortest path $s \rightarrow t$ in $O(V + E + V) = O(V + E)$ time. In the shortest path $(s \rightarrow t) = (s \rightarrow a \rightarrow b \rightarrow t), a \rightarrow b$ is the closest pair.

Alternately, we can simply initialize the BFS queue to contain all $a \in A$, effectively performing BFS starting at “all” nodes in A. From the result of the BFS one can retrieve the closest node in B to a node in A. Keep track of parent nodes when performing BFS in order to reconstruct paths. Reconstruct the path from the closest node in B to a node in A. Return the two nodes as the two closest nodes.

Obtaining a correct solution was not enough to receive a full score. Solutions performing an exhaustive search (Correct solutions with a $O(VE)$ runtime) received 4/15 points, solutions using Dijkstra’s algorithm (which is not efficient here) received up to 10 points. Correct and efficient solutions (linear runtime) received full points.
Problem 6. Hashing with Open Addressing [15 points] 

This problem explores hashing where collision resolution is done with open addressing. Assume that we initialize the hash table with \( n = 9 \) entries, labeled 0, 1, \ldots, 8. We use **double hashing** with the hash function

\[
h'(k, i) = h_1(k) + i \cdot h_2(k) \pmod n
\]

where \( h_1(k) = k \pmod n \) and \( h_2(k) = 1 + (k \pmod 2) \).

Notice that \( h_1 \) maps keys into the range \( \{0, 1, 2, \ldots, 8\} \) and \( h_2 \) maps keys into the range \( \{0, 1\} \).

(a) [5 points] Write down the hash table after the following sequence of inserts and deletes: insert 22, insert 42, insert 55, insert 15, insert 4, insert 44, delete 4, insert 28, insert 45.

\[
\begin{array}{cccccccccc}
& 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
\hline 
& & & & & & & & & \\
\end{array}
\]

Solution:

\[
\begin{array}{cccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
44 & 55 & 28 & 45 & 22 & deleted & 42 & & 15 \\
\end{array}
\]
(b) [10 points] Can the following hash table arise from some sequence of inserts alone? In the table below, the flag empty indicates that the table location was initially empty. If yes, write down a sequence of such inserts. If not, provide an argument that no sequence of inserts could produce this hash table.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>empty</td>
<td>10</td>
<td>empty</td>
<td>30</td>
<td>57</td>
<td>23</td>
<td>15</td>
<td>39</td>
<td>empty</td>
</tr>
</tbody>
</table>

Solution:
The answer is no.
Observe that for any odd numbered key, probing is done by jumps of two, and for any even numbered key, probing is done by jumps of one (i.e., linear probing.)
When inserting 57 into the table, the probing sequence is $57 \mod 9 = 1, 3, 5, 7, 0, 2, 4, 6, 8$. But, since $T[0]$ is empty, one would have inserted 57 into $T[0]$ before reaching $T[4]$. 
Problem 7. Numerics [19 points] (3 parts)
Suppose we are trying to compute the closest integer to the cube root of a Python long $y$. We know that the cube root lies in the range $[L, 2L]$ for some $d$-digit integer $L$. For each of the following algorithms, give a tight upper bound on the number of iterations of the for/while loops that may be required in the worst case as a function of $d$. State your upper bound as a $\Theta(f(d))$ for some function $f(d)$.

(a) [6 points] Below is the code for the first algorithm that searches for the cube root of $y$ in the range $(L, 2L)$.

```python
def Search1(y, L):
    best_r = None
    best_err = -1
    for r in range(L, 2*L+1):
        err = abs(r**3 - y)
        if best_err < 0 or err < best_err:
            best_err = err
            best_r = r
    return best_r
```

**Solution:** $\Theta(10^d)$ [Note that other positive-integral bases greater than 1 received full credit as well]
(b) [6 points] Below is the code for the second algorithm that searches for the cube root of \( y \) in the range \((L, 2L)\).

```python
def Search2(y, L):
    R = 2 * L
    while L <= R:
        mid = (L + R) / 2
        if mid**3 > y:
            R = mid - 1
        else:
            L = mid + 1
    return L if abs(L**3 - y) < abs(R**3 - y) else R
```

**Solution:** \( \Theta(\log_2 10^d) = \Theta(d) \)
(c) [7 points] Below is the code for the third algorithm that searches for the cube root of \( y \) in the range \((L, 2L)\).

```python
def Search3(y, L):
    R = 2 * L
    x = R
    while True:
        x_new = (2*x**3 + y) / (3 * x**2)
        if abs(x - x_new) <= 1:
            x = min(x, x_new)
            break
        else:
            x = x_new
    return x if abs(x**3 - y) < abs((x+1)**3 - y) else x+1
```

**Solution:** \( \Theta(\log d) \), since the number of digits of precision double with every iteration of Newton’s method performed.
Problem 8.  Generalized Shortest Paths [15 points] (1 part)
Professor Sheldon Cooper recently came up with the brilliant observation that in internet routing, there are delays on the lines but also, more significantly, delays at the routers. Which motivated him to formulate the following generalized shortest paths problem.

Let $G = (V, E)$ be a directed graph. Suppose that in addition to having non-negative edge costs $\{w_e : e \in E\}$, a graph also has non-negative vertex costs $\{c_v : v \in V\}$. Now, define the cost of a path in the graph to be the sum of its edge costs, plus the costs of all vertices along the path (including the costs of the endpoints.) Given a start vertex $s$, the edge costs and the vertex costs, Professor Cooper wants to find the “routing table” starting from $s$, that is, the shortest paths from $s$ to all vertices.

Professor Cooper, despite being an expert in all things Course 8, has nary a clue how to proceed with this. Help him out by designing an efficient algorithm for this problem.

Analyze the complexity of your algorithm as a function of $|V|$ and $|E|$.
(More efficient algorithms will receive greater credit.)

Solution: Create a new graph $G' = (V', E')$ where the set of vertices and edges remain the same, but the weight of each edge $e = (u, v)$ is changed from $w_e$ to

$$w'_e := w_e + c_v$$

The transformed graph $G'$ does not have any associated vertex weights.

Also, instead of initializing $d[s]$ to 0, initialize $d[s]$ to $c_s$, in order to take into account the weight of the starting vertex in the shortest path.

Run Dijkstra on the new graph. It is easy to see that the cost of each $s$-$t$ path in $G'$ is the same as the cost of the path in $G$.

Runtime analysis: It takes $O(|E|)$ time to carry out this graph transformation, since we need to process every edge in the graph.

Running Dijkstra’s algorithm on the transformed graph takes $O(|E| + |V| \log |V|)$ time [using a Fibonacci heap], to give a total runtime complexity of $O(|E| + |V| \log |V|)$.

Alternate solutions: Another solution that worked involved creating two copies of every vertex, $v_{\text{start}}$ and $v_{\text{end}}$ for every vertex $v$ in the original graph. Then for every edge $(u, v)$ in the original graph, an edge was added between $u_{\text{end}}$ and $v_{\text{start}}$ with weight $w_{(u,v)}$. In addition, an edge was added between $v_{\text{start}}$ and $v_{\text{end}}$ for every vertex $v$ in the original graph, with weight $c_v$. Dijkstra’s algorithm can be run on this transformed graph. The shortest path in the original graph $G$ between vertices $s$ and $t$ is equivalent to the shortest path between vertices $s_{\text{start}}$ and $t_{\text{end}}$ in the transformed graph $G'$.

Another solution would be to modify the Relax routine to include the vertex cost in the proposed path cost.
END OF QUIZ